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Abstract—Distributed filtering is crucial in many applications
such as localization, radar, autonomy, and environmental mon-
itoring. The aim of distributed filtering is to infer time-varying
unknown states using data obtained via sensing and commu-
nication in a network. This paper analyzes continuous-time
distributed filtering with sensing and communication constraints.
In particular, the paper considers a building-block system of
two nodes, where each node is tasked with inferring a time-
varying unknown state. At each time, the two nodes obtain noisy
observations of the unknown states via sensing and perform com-
munication via a Gaussian feedback channel. The distributed
filter of the unknown state is computed based on both the sensor
observations and the received messages. We analyze the asymp-
totic performance of the distributed filter by deriving a necessary
and sufficient condition of the sensing and communication capa-
bilities under which the mean-square error of the distributed
filter is bounded over time. Numerical results are presented to
validate the derived necessary and sufficient condition.

Index Terms—Distributed inference, Kalman–Bucy filter, chan-
nel capacity, stochastic differential equation.

I. INTRODUCTION

INFERENCE of time-varying states, also referred to as
filtering [1], [2], [3], is critical in various applications

including localization and tracking [4], [5], [6], [7], [8], [9],
autonomy [10], [11], [12], [13], Internet-of-Things [14], [15],
[16], [17], and beyond 5G networks [18], [19], [20], [21].
In several network applications, it is preferable to perform
filtering in a distributed manner. The accuracy of distributed
filtering is affected by the sensing and communication capa-
bilities of nodes in the network. A deep understanding of such
effects is important for the efficient management of wireless
resources in the network [22], [23], [24], [25].
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Theoretical studies [26], [27], [28], [29], [30], [31], [32],
[33], [34], [35], [36], [37], [38] and efficient algorithms [39],
[40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50],
[51] for filtering have been studied in the literature. In partic-
ular, the boundedness of inference error over time is studied
in [36], [37], [38]. The Kalman–Bucy filter [52], [53], [54] is
investigated in [26] from an information-theoretical perspec-
tive. Specifically, a fundamental relationship between Shannon
information and Fisher information is derived therein, and an
analogy of the filter to a statistical mechanical system is estab-
lished. Those results have been extended for nonlinear filtering
in [27]. Distributed filtering is closely related to distributed
control problems [55], [56], [57], [58], [59], [60], [61], [62],
[63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73],
[74], [75], [76], [77], where control signals for stabilizing a
dynamical system are generated in real time based on data
received via a channel with communication constraints. In par-
ticular, the notion of anytime capacity is introduced in [60] for
characterizing the channel quality in distributed control prob-
lems. This notion is then applied for investigating distributed
filtering problems [78], [79], [80].

This paper analyzes distributed filtering in continuous-time
scenarios. Specifically, a building-block system with two nodes
is considered where each node is tasked with inferring a time-
varying unknown state. At every time, each node obtains noisy
sensor observations of both unknown states. Moreover, one
node transmits encoded messages containing information of
the unknown state that the other node aims to infer via a
Gaussian feedback channel. The node on the receiving end
of the channel performs filtering to infer its unknown state
using both its sensor observations and its received messages.
This paper aims to establish conditions under which the mean-
square error (MSE) of the distributed filter is bounded over
time. Key contributions of this paper can be summarized as
the following; specifically, we

• derive a necessary and sufficient condition on sensing and
communication capabilities under which the MSE of the
distributed filter is bounded over time;

• establish an analogy between distributed filtering and
statistical mechanical systems, as well as derive the
evolution of energy and entropy of the system; and

• characterize the relationship between the accuracy of
distributed filtering and the capabilities of sensing and
communication.

The remaining sections are organized as follows. Section II
describes the system model. Section III derives conditions for
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TABLE I
NOTATION AND DEFINITIONS OF IMPORTANT QUANTITIES

the boundedness of MSE in distributed filtering. Section IV
establishes an analogy of the distributed filtering problem to
a statistical mechanics system. Section V provides numerical
results. Section VI concludes the paper.

Notation: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors
and matrices are denoted by bold lowercase and uppercase
letters, respectively. For example, a random variable and its
realization are denoted by x and x; a random vector and its
realization are denoted by x and x, respectively. The m-by-n
matrix of zeros is denoted by 0m×n; when n = 1, the m-
dimensional vector of zeros is simply denoted by 0m. The
subscript is removed if the dimension of the matrix is clear
from the context. The entry on the ith row and jth column
of a matrix A is denoted by [A]i,j . The transpose, trace,
and the column space of A are denoted by AT, tr{A}, and
C(A), respectively. Notation diag

{
A1,A2

}
represents a block

diagonal matrix with A1 and A2 being its diagonal blocks
from top left to bottom right. All random quantities in this
paper are defined on a common probability space (Ω,F ,P),
unless otherwise mentioned, where Ω is a non-empty set, F
is a σ-algebra over Ω, and P is a probability measure on
the measurable space (Ω,F ). The probability of A ∈ F is
denoted by P{A}. Notation σ(·) represents the σ-algebra gen-
erated by the random quantities (e.g., a random vector or a
collection of random vectors) in the parentheses. The distri-
bution of random vector x is denoted by Px. The Gaussian
distribution with mean vector μ and covariance matrix Σ is
denoted by N (μ,Σ). The expectation and covariance matrix
of a random vector x are denoted by E{x} and V{x}, respec-
tively. The cross-covariance matrix of random vectors x and
y is denoted by V{x, y} := E

{
(x − E{x})(y − E{y})T}.

The probability density function of x and the conditional
probability density function of x given y are denoted by
fx(x) and fx|y(x|y), respectively. The conditional expecta-
tion of x given F1 ⊆ F is denoted by E{x |F1}. If F1 is
the sub-σ-algebra generated by a collection of random vec-
tors {xα}α∈A, such conditional expectation is also denoted
by E

{
x
∣
∣ {xα}α∈A

}
. The conditional cross-covariance matrix

of random vectors x and y given F1 ⊆ F is denoted by
V
{
x, y

∣
∣F1

}
:= E

{
(x − E{x |F1})(y − E{y |F1})T

∣
∣F1

}
,

and V{x |F1} is a short notation for V
{
x, x

∣
∣F1

}
. The rela-

tionship that sub-σ-algebras F1 and F2 are independent
conditioned on F3 is denoted by F1 ⊥⊥ F2 |F3. If Fi is
the sub-σ-algebra generated by a collection of random vectors
{xα}α∈Ai

for i = 1, 2, 3, such conditional independence is
also denoted by {xα}α∈A1

⊥⊥ {xα}α∈A2
| {xα}α∈A3

. If F3 is
the trivial σ-algebra {∅, Ω}, such conditional independence is
denoted by F1 ⊥⊥ F2. Given a stochastic process {xt}t�0, the
set {xτ}τ∈[s,t] is denoted by xs:t for any 0 � s � t. Notation
and definitions of important quantities used in the paper are
summarized in Table I.

II. SYSTEM MODEL

Consider a system consisting of two nodes, where each
node is associated with a time-varying unknown state. Each
node has a sensor that generates a noisy observation of both
unknown states at every time. The two nodes also communi-
cate with each other: node 2 transmits encoded messages to
node 1 via a noisy channel and receives noiseless feedback
from node 1 (see Fig. 1). The aim of node 1 is to infer its
unknown state using observations obtained by its own sensor
as well as the messages received from node 2.
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Fig. 1. Distributed filtering in a two-node system: each node i ∈ {1, 2}
obtains a sensor observation z

(i)
t of the unknown states associated with the

two nodes at time t.

The state and observation of node i at time t � 0 are
denoted by x

(i)
t and z

(i)
t , respectively, for i = 1, 2. In particu-

lar, the state process
{
x
(i)
t

}
t�0

is described by the following
stochastic differential equation (SDE) [81], [82], [83]

dx
(i)
t = A(i)x

(i)
t dt+B(i) dv

(i)
t ∀t ∈ [0,∞) (1)

where A(i) is a scalar and B(i) is a row vector. Both A(i)

and B(i) are deterministic quantities known to both nodes.
Process

{
v
(i)
t

}
t�0

is a Brownian motion and represents dis-

turbance to the state of node i. The initial states x
(1)
0 and x

(2)
0

are zero-mean Gaussian random variables. The observation
process

{
z
(i)
t

}
t�0

satisfies

dz
(i)
t = Γ (i)

[
x
(1)
t x

(2)
t

]T
dt+Ξ(i) dn

(i)
t ∀t ∈ [0,∞) (2)

where Γ (i) and Ξ(i) are deterministic matrices known to both
nodes. Process

{
n
(i)
t

}
t�0

is a Brownian motion and represents

noise in the sensor observations. At time 0, observation z
(i)
0 is

given by z
(i)
0 = G(i)

[
x
(1)
0 x

(2)
0

]T
+ζ(i) where G(i) is a deter-

ministic matrix known to both nodes, and ζ(i) is a zero-mean
Gaussian random vector with invertible covariance matrix. We
consider scenarios where B(i) is non-zero and Ξ(i)

(
Ξ(i)

)T

is invertible.
At each time t, node 2 transmits an encoded message

mt ∈ R to node 1 via a Gaussian feedback channel. The mes-
sage received by node 1 at time t is denoted by rt. In particular,
mt is generated by node 2 based on its sensor observations
z
(2)
0:t as well as node 1’s sensor observations z

(1)
0:t and received

messages r0:t up to time t. Consequently, mt can be writ-
ten as mt = μt

(
z
(1)
0:t , z

(2)
0:t , r0:t

)
, where the real function μt is

referred to as the encoding function at time t. A collection of
encoding functions μ0:T := {μt}t∈[0,T ] from time 0 to time
T is referred to as an encoding strategy of horizon T if the
following constraint on transmit power is satisfied

E

{
μt

(
z
(1)
0:t , z

(2)
0:t , r0:t

)2} � P ∀t ∈ [0, T ] (3)

where P is a constant representing the power constraint. The
set of encoding strategies of horizon T is denoted by MT .

The process of the received messages satisfies

drt = mt dt+ κ dwt r0 = 0 (4)

where {wt}t�0 is one-dimensional Brownian motion, which
represents additive Gaussian noise in the channel, and κ deter-
mines the power of noise. The capacity of this continuous-time
Gaussian channel is [84, Chapter 16]

C := P/
(
2κ2

)
. (5)

Node 1 aims to infer its unknown state in real time based
on its own sensor observations and the messages received
from node 2. Specifically, node 1 computes an estimator of
x
(1)
t at time t based on z

(1)
0:t and r0:t. This estimator is thus

σ
(
z
(1)
0:t , r0:t

)
-measurable. For an arbitrary encoding strategy

μ0:t employed by node 2, the minimum-mean-square-error
(MMSE) estimator x̂(1)t of x(1)t at node 1 is

x̂
(1)
t := E

{
x
(1)
t

∣
∣
∣ z(1)0:t , r0:t

}
.

This estimator is referred to as the distributed filter and its
MSE et(μ0:t) is given by

et
(
μ0:t

)
:= E

{(
x
(1)
t − E

{
x
(1)
t

∣
∣
∣ z(1)0:t , r0:t

})2}
.

The MSE et(μ0:t) is affected by the encoding strategy
employed by node 2. Define ĕT as the infimum of the MSE
for the distributed filter at time T over all encoding strategies
that satisfy the power constraints (3), i.e.,

ĕT := inf
μ0:T∈MT

eT
(
μ0:T

)
.

The next section studies conditions under which {ĕT }T�0 is
bounded.

III. BOUNDEDNESS OF MSE FOR DISTRIBUTED

FILTERING

The section presents a necessary and sufficient condition
for {ĕT }T�0 to be bounded. Before presenting this condition,
some definitions are introduced. First, given an n-by-n real
matrix F and a real matrix C with n columns, define the unob-
servable subspace for (C,F ) as the kernel of the observability

matrix O(C,F ) :=
[
CT FTCT . . . (F n−1)TCT

]T
. In

other words, this unobservable subspace is given by
{
x :

O(C,F )x = 0
}

. Second, define

A := diag
{
A(1), A(2)

}
(6a)

Γ :=
[ (

Γ (1)
)T (

Γ (2)
)T]T

. (6b)

Third, define an encoding function μp
t at time t as

μp
t

(
z
(1)
0:t , z

(2)
0:t , r0:t

)
= αt

(
E

{
x
(1)
t

∣
∣
∣ z(1)0:t , z

(2)
0:t

}

− E

{
x
(1)
t

∣
∣
∣ z(1)0:t , r0:t

})
(7)

where αt > 0 is a scalar such that

E

{
μp
t

(
z
(1)
0:t , z

(2)
0:t , r0:t

)2}
= P .
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The intuition for this encoding function is that node 2 transmits
to node 1 the knowledge of x(1)t that is available to node 2 but
not available to node 1. Detailed interpretation of this encoding
function can be found in [85].

The necessary and sufficient condition is presented in the
next proposition.

Proposition 1: Set {ĕT }T�0 is bounded if and only if at
least one of the following two conditions holds:

1) Vector [1 0]T is orthogonal to the unobservable sub-
space of (Γ (1),A), or A(1) < 0.

2) Vector [1 0]T is orthogonal to the unobservable sub-
space of (Γ ,A) and C > A(1), where C is the capacity
of the channel given by (5).

If Condition 1 holds, then
{
eT

(
μ0:T

)}
T�0

is bounded for
arbitrary encoding strategies μ0:T . If Condition 2 holds, then{
eT

(
μp
0:T

)}
T�0

is bounded for the encoding strategy μp
0:T .

Proof: See Appendix A. �
Proposition 1 shows that the MSE of a distributed filter is

affected by the sensing and communication capabilities of the
system as well as the variation rate of node 1’s unknown state
indicated by A(1). In particular, if Condition 1 of Proposition 1
holds, then node 1 can construct an estimator of x

(1)
t with

bounded MSE using only its own observations z
(1)
0:t and not

the received messages. If Condition 1 does not hold, then
node 1 also needs to use messages received from node 2 to
ensure the boundedness of the MSE, and the channel capac-
ity is required to be larger than the variation rate of node 1’s
unknown state. One method to meet this capacity requirement
is to allocate more communication resources to node 2 and
increase its transmit power.

Remark 1: Condition 2 is analogous to the data rate theo-
rem for control under constraint problems, which states that
a linear system can be stabilized based on messages received
via a channel if the data rate or channel capacity is above
a threshold determined by the system dynamics [59], [60],
[61], [62], [63], [64], [70], [72], [73]. Different from existing
works where the receiver does not perform sensing, node 1
in this paper combines both the received messages with its
own sensing observations for computing the distributed filter.
Under this scenario, a data rate theorem in terms of the chan-
nel’s Shannon capacity is established in Proposition 1. Note
that another information-theoretical notion for studying control
under communication constraints problems and sequential rate
distortion problems is the directed mutual information [86],
[87], [88], [89], [90] introduced in [91].

If Condition 2 holds, then node 2 can employ the encoding
strategy given by (7) and the MSE of the distributed filter is
guaranteed to be bounded over time. The following corollary
shows a favorable property of this encoding strategy.

Corollary 1: If there exists an encoding strategy μ0:T for
every T � 0 such that

{
eT

(
μ0:T

)}
T�0

is bounded, then{
eT

(
μp
0:T

)}
T�0

is also bounded.
Proof: If

{
eT

(
μ0:T

)}
T�0

is bounded, then {ĕT }T�0 is also
bounded since ĕT � eT (μ0:T ) by definition. Therefore, at least
one of the two conditions in Proposition 1 holds, and thus{
eT

(
μp
0:T

)}
T�0

is bounded. �
Corollary 1 shows that if the aim of the encoding strat-

egy is to ensure the MSE of the distributed filter is bounded,

then the proposed encoding strategy can be employed without
considering other strategies, including nonlinear ones. In
particular, if the MSE of the distributed filter is unbounded
when the proposed encoding strategy is employed, then such
MSE would also be unbounded for any other encoding
strategy.

IV. ANALOGY TO A STATISTICAL MECHANICAL SYSTEM

This section introduces a stochastic process {st}t�0 associ-
ated with the distributed filtering problem and establishes an
analogy of this process to a statistical mechanical system. To
this end, define xt, yt, and x̂t as

xt :=
[
x
(1)
t x

(2)
t

]T
(8a)

yt := E

{
xt

∣
∣
∣ z(1)0:t , z

(2)
0:t

}
(8b)

x̂t := E

{
xt

∣
∣
∣ z(1)0:t , r0:t

}
. (8c)

In other words, xt represents the joint unknown state of both
nodes. Random vectors yt and x̂t are both estimators of xt. In
particular, yt is the MMSE estimator of xt based on observa-
tions z(1)0:t and z

(2)
0:t . In other words, yt is the centralized MMSE

estimator of xt based on sensor observations of both nodes.
On the other hand, x̂t represents the distributed MMSE estima-
tor of xt based on sensor observations and received messages
obtained by node 1. Define st as

st :=
[
xTt yTt x̂Tt

]T
.

An analogy of {st}t�0 to a statistical mechanical system is
established in scenarios where the following conditions hold.
First, the encoding strategy employed by node 2 belongs to a
class of linear encoding strategies with the encoding function
μt at time t given by

μt

(
z
(1)
0:t , z

(2)
0:t , r0:t

)
= βT

t yt + gt
(
z
(1)
0:t , r0:t

)
(9)

where βt is a deterministic vector and gt is an affine function.
In particular, βt and gt are design parameters for the encoding
strategy. In fact, the encoding strategy in (7) belongs to this
class of strategies and is obtained by setting βt = [αt 0]T

and gt(z
(1)
0:t , r0:t) = −αtE

{
x
(1)
t

∣
∣ z(1)0:t , r0:t

}
. Second, A(i) is

negative for i = 1, 2. Third, βt and V
{
xt

∣
∣ z(1)0:t , r0:t

}
con-

verge as t approaches infinity. In particular, the second and
third conditions ensure that V{st} converges as t approaches
infinity. Note that xt, z

(1)
0:t , and r0:t are jointly Gaussian if

linear encoding strategies are employed, and thus instantia-
tions of these random quantities do not affect the value of
V
{
xt

∣
∣ z(1)0:t , r0:t

}
.

Consider a statistical mechanical system Πs associated with
the process {st}t�0. A microstate of the statistical mechanical
system is represented by a vector s ∈ R

3n, where n is the
dimension of xt. The Hamiltonian Hs(s) of s is defined as

Hs(s) :=
1

2
sTΣ−1

s s

where Σs := limt→∞ V{st}. Macroscopic properties of Πs

at time t, including average energy Es
t , entropy Ss

t , and free
energy F s

t , are defined as

Es
t := E

{
Hs(st)

}
(10a)
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Fig. 2. Decomposition of the statistical mechanical system Πs into three subsystems associated with the conditional state {x̃t}t�0, the conditional estimator
{ỹt}t�0, and the distributed estimator {x̂t}t�0, respectively. Arrows in the figure indicate the energy flows among the three subsystems and a heat bath.

Ss
t := −D

(
Pst

∥
∥λL

)
(10b)

F s
t := Es

t − Ss
t (10c)

where D
(
Pd

∥
∥λL

)
represents the relative entropy, namely the

Kullback-Leibler divergence, of the probability distribution Pd

with respect to the Lebesgue measure λL. The macroscopic
properties defined in (10) depend on the distribution of st,
which evolves according to the Fokker-Planck equation (i.e.,
Kolmogorov forward equation) since {st}t�0 is a diffusion
Markov process. The evolution of the distribution of st corre-
sponds to the interaction between Πs and a unit-temperature
heat bath, which drives the process {st}t�0 to its invariant
distribution N (0,Σs). The free energy of Πs can be shown to
be non-increasing with time and achieve minimal value when
{st}t�0 converges to its invariant distribution [26], [27].

The statistical mechanical system Πs is decomposed into
three physically distinct subsystems. To this end, define “con-
ditional state” x̃t and “conditional estimator” ỹt as

x̃t := xt − yt (11a)

ỹt := yt − x̂t . (11b)

In particular, −x̃t is the estimation error of the centralized
MMSE estimator of xt; random vector −ỹt is the addi-
tional estimation error of the distributed filter of xt compared
to the centralized MMSE estimator. The next proposition
shows properties related to x̃t, ỹt, and x̂t that enable the
decomposition of Πs.

Proposition 2: The following statements hold:
1) Processes {x̃t}t�0, {ỹt}t�0, and {x̂t}t�0 are all

Markovian.
2) (Energy is additive): Es

t = E x̃
t +E ỹ

t +E x̂
t , with E x̃

t , E ỹ
t ,

and E x̂
t defined as

E x̃
t :=

1

2
E

{
x̃Tt Σ

−1
x̃ x̃t

}
(12a)

E ỹ
t :=

1

2
E

{
ỹTt Σ

−1
ỹ ỹt

}
(12b)

E x̂
t :=

1

2
E

{
x̂Tt Σ

−1
x̂ x̂t

}
. (12c)

Here Σx̃ := limt→∞ V{x̃t}, Σỹ := limt→∞ V{ỹt}, and
Σx̂ := limt→∞ V{x̂t}.

3) (Entropy is additive): Ss
t = S x̃

t + S ỹ
t + S x̂

t , with S x̃
t , S ỹ

t ,
and S x̂

t defined as

S x̃
t := −D

(
Px̃t

∥
∥λL

)
(13a)

S ỹ
t := −D

(
Pỹt

∥
∥λL

)
(13b)

S x̂
t := −D

(
Px̂t

∥
∥λL

)
. (13c)

Proof: See Appendix B. �
Proposition 2 shows that the statistical mechanical system

Πs can be decomposed into three subsystems Πx̃, Πỹ, and Πx̂,
which are associated with the conditional state {x̃t}t�0, the
conditional estimator {ỹt}t�0, and the distributed estimator

{x̂t}t�0, respectively (see Fig. 2). Quantities E x̃
t , E ỹ

t , and E x̂
t

given in (12) represent the average energy of Πx̃, Πỹ, and Πx̂,
respectively, whereas S x̃

t , S ỹ
t , and S x̂

t given in (13c) represent
the entropy of Πx̃, Πỹ, and Πx̂, respectively. The energy and
entropy of the three subsystems vary with time as they inter-
act with each other and with the heat bath. In particular, the
variation rates of energy associated with the three subsystems
are given by (82) in Appendix C.

Figure 2 shows the energy flows among the three subsys-
tems and the heat bath. The rates of these energy flows depend
on the evolution of the distributions of x̃t, ỹt, and x̂t. These
rates are evaluated as follows. First, consider the rate d

dtE
B→x̃
t

of the energy flow from the heat bath to the conditional state.
The conditional state absorbs energy from the heat bath and
supplies energy to the conditional estimator. If the conditional
state is disconnected with the conditional estimator at time
t and only interacts with the heat bath, then d

dtE
B→x̃
t would

equal the variation rate d
dtE

x̃
t of the average energy of the con-

ditional state. Meanwhile, such disconnection corresponds to
the scenario where observations become unavailable at time
t for the centralized MMSE estimator yt of state xt. Since
x̃t = xt − yt, if the observations become unavailable, then
the distribution of the conditional state x̃t would evolve in the
same manner as xt. Consequently, d

dtE
B→x̃
t can be obtained

by the following two methods. The first method is setting
Γ = 0 in (82a) to remove the effect of observations. The
second method evaluates d

dtE
B→x̃
t as

d

dt
EB→x̃

t =
1

2
tr
{ d

dt
V{xt}

∣
∣
∣
V{xt}=V{x̃t}

Σ−1
x̃

}
. (14)
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Both methods lead to the same result. The rate d
dtE

x̃→ỹ
t of

the energy flow from the conditional state to the conditional
estimator is thus

d

dt
E x̃→ỹ

t =
d

dt
EB→x̃

t − d

dt
E x̃

t . (15)

The rate d
dtE

B→ỹ
t of the energy flow from the heat bath

to the conditional estimator is computed as follows. If the
conditional estimator is disconnected with the distributed esti-
mator at time t, then the sum of d

dtE
B→ỹ
t and d

dtE
x̃→ỹ
t would

equal the variation rate d
dtE

ỹ
t of the average energy of the con-

ditional estimator. Meanwhile, such disconnection corresponds
to the scenario where observations and received messages
become unavailable to the distributed estimator at time t, and
thus the distribution of the conditional estimator ỹt would
evolve in the same manner as yt. As a result,

d

dt
EB→ỹ

t =
1

2
tr
{ d

dt
V{yt}

∣
∣
∣
V{yt}=V{ỹt}

Σ−1
ỹ

}
− d

dt
E x̃→ỹ

t .

(16)

The rates of energy flows from the conditional estimator to
the distributed estimator d

dtE
ỹ→x̂
t and from the distributed

estimator to the heat bath d
dtE

x̂→B
t are given by

d

dt
E ỹ→x̂

t =
d

dt
EB→ỹ

t +
d

dt
E x̃→ỹ

t − d

dt
E ỹ

t (17)

d

dt
E x̂→B

t =
d

dt
E ỹ→x̂

t − d

dt
E x̂

t . (18)

Derivation of the energy flow rates in (14)–(18) is presented
in Appendix C. As time t approaches infinity, the distribu-
tions of x̃t, ỹt, and x̂t converge to N (0,Σx̃), N (0,Σỹ),
and N (0,Σx̂), respectively. Moreover, the average energy
of Πx̃, Πỹ, and Πx̂ also converge to their stationary values,
respectively. This can be seen from the following equations

lim
t→∞

( d

dt
EB→x̃

t − d

dt
E x̃→ỹ

t

)
= 0

lim
t→∞

( d

dt
E x̃→ỹ

t +
d

dt
EB→ỹ

t − d

dt
E ỹ→x̂

t

)
= 0

lim
t→∞

( d

dt
E ỹ→x̂

t − d

dt
E x̂→B

t

)
= 0 .

The linear assumption (9) on encoding functions simplifies
the analogy of the distributed filtering problem to the statistical
mechanical system. In particular, each subsystem of the statis-
tical mechanical system is associated at time t with a random
vector related to the conditional expectation of xt. This is pos-
sible because processes {xt}t�0,

{
z
(1)
t

}
t�0

,
{
z
(2)
t

}
t�0

, and
{rt}t�0 are jointly Gaussian. Consequently, the conditional
expectations become sufficient statistics for xt. For example,
x̂t defined in (8c) is a sufficient statistic of z(1)0:t and r0:t for xt.
As a result, x̂t retains all the information about xt contained in
z
(1)
0:t and r0:t. However, this would not hold if nonlinear encod-

ing functions are employed and thus {xt}t�0,
{
z
(1)
t

}
t�0

, and
{rt}t�0 are longer jointly Gaussian. As a result, the condi-
tional expectation x̂t alone cannot be used for establishing the
analogy as it does not capture all the information of xt. Instead,
the conditional probability distribution of xt given

{
z
(1)
t

}
t�0

and {rt}t�0 is needed in this case. Note that x̂t is only the first

Fig. 3. MSE of the (d) distributed filter under different channel capacities
when node 2 employs the proposed encoding strategy, and (c) the centralized
MMSE estimator.

moment corresponding to such a conditional probability distri-
bution and thus contains less information than this distribution.
In fact, establishing analogies of nonlinear filtering problems
to statistical mechanical systems is more complicated than that
of linear filtering problems. For example, [27] derives an anal-
ogy of a centralized nonlinear filtering problem to a statistical
mechanical system consisting of multiple subsystems. There,
each statistical mechanical subsystem is associated with a ran-
dom probability measure, which is an element in the space of
probability measures. By contrast, in the distributed filtering
problem in this paper with linear encoding functions, each
subsystem is associated with a random vector, which is an
element in a Euclidean space.

V. NUMERICAL RESULTS

This section presents a numerical example where the dimen-
sion of v

(i)
t is one, and thus B(i) becomes a scalar for

i ∈ {1, 2}. Deterministic quantities in (1) and (2) are set to

A(1) = 0.05 B(1) = 2

A(2) = −0.05 B(2) = 1

Γ (1) = [0 1] Ξ(1) = 2

Γ (2) = [1 −1] Ξ(2) = 1 .

At time 0, V
{
x
(1)
0

}
= V

{
x
(2)
0

}
= 1.2, G(i) is set to G(i) =

0.1Γ (i), and V
{
ζ(i)

}
= Ξ(i) for i = 1, 2. It can be seen

that (Γ ,A) is observable, where we recall that Γ and A
are defined in (6). However, [1 0]T is not orthogonal to the
unobservable subspace of

(
Γ (1),A

)
, which is C([1 0

]T)
. As

a result, Condition 1 of Proposition 1 does not hold. According
to this proposition, when the proposed encoding strategy is
employed, the MSE of the distributed filter is bounded if and
only if Condition 2 holds, which translates to C > A(1).
This section shows the accuracy of the distributed filter when
C is chosen from the set

{
0.99A(1), A(1), 1.02A(1), 20A(1)

}

nats/s. Note that A(1) is the threshold of the channel capacity
that determines whether the MSE of the distributed filter is
bounded or not, whereas 0.99A(1) and 1.02A(1) are values
close to this threshold.
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Figure 3 shows the MSE of the distributed filter as a
function of time t for different channel capacities when the
proposed encoding strategy is employed. The MSE of the
centralized MMSE estimator represented by curve (c) is also
shown for comparison. Such an MSE converges after some
time. The convergence of the MSE for the distributed fil-
ter depends on the channel capacity. Specifically, such MSE
increases with time when C = 0.99A(1) or C = A(1). By
contrast, the MSE of the distributed filter converges when
C = 1.02A(1) or C = 20A(1), and the MSE is signifi-
cantly smaller in the latter case when t is large. This example
shows that higher channel capacity improves the performance
of distributed filtering, which supports Proposition 1.

VI. CONCLUSION

This paper analyzed continuous-time distributed filtering
with sensing and communication constraints. In particular, a
building-block system with two nodes has been considered,
where each node is tasked to infer a time-varying unknown
state. In particular, node 2 transmits encoded messages con-
taining information of the unknown state that node 1 attempts
to infer via a Gaussian feedback channel. The paper derived a
necessary and sufficient condition on the sensing and commu-
nication capabilities of the nodes under which the MSE of the
distributed filter is bounded over time. Specifically, the con-
dition indicates that if node 1 needs to rely on the received
messages to achieve bounded MSE, then the capacity of the
channel from node 2 to node 1 must be larger than a thresh-
old determined by the dynamic model of node 1’s unknown
state. Moreover, the paper established an analogy between
the distributed filtering problem and a statistical mechanical
system. The paper shows the effects of sensing and commu-
nication capabilities on the accuracy of distributed filtering
and provides insights for efficient allocation of sensing and
communication resources in networked systems.

APPENDIX A
PROOF OF PROPOSITION 1

This section first introduces a lemma and a few definitions
used for proving Proposition 1. Then, Proposition 1 is proved.

A. Lemma and Definitions Used for Proving Proposition 1

A lemma used in the proof is presented as follows. Consider
Gaussian processes {θt}t�0 and {ξt}t�0 described by the
following SDE

dθt = Aθt dt+B dνt
dξt = Gθt dt+L dωt

where A, B, G, and L are deterministic matrices such that
both BBT and LLT are invertible; θ0 and ξ0 are jointly
Gaussian; {νt}t�0 and {ωt}t�0 are Brownian motions such
that θ0, ξ0, {νt}t�0, and {ωt}t�0 are independent. The
following lemma shows the relationship between the bound-
edness of the inference error for {θt}t�0 and unobservable
subspaces.

Lemma 1: For any vector h orthogonal to the unobservable
space of (G,A), the set

{
hT

V{θt | ξ0:t}h
}
t�0

is bounded.

Proof: See [92, Appendix A.3.1]. �
Next, some definitions are introduced. Recall the concate-

nated state xt and its estimator yt defined in (8a) and (8b),
respectively. Define the error covariance matrix of yt as

Ec
t := V

{
xt − yt

}
. (19)

Using Kalman–Bucy filtering results [84], {yt}t�0 can be
shown to satisfy

dyt =
(
A−Ec

tΓ
T
(
ΞΞT

)−1
Γ
)
yt dt

+ Ec
tΓ

T
(
ΞΞT

)−1
dzt (20)

where

Ξ := diag
{
Ξ(1), Ξ(2)

}
(21a)

zt :=
[ (

z
(1)
t

)T (
z
(2)
t

)T]T
. (21b)

Process {yt}t�0 can be represented in terms of an inno-

vation process. To this end, define processes
{
η̃(i)t

}
t�0

and
{
η(i)t

}
t�0

for i = 1, 2 as

dη̃(i)t = dz
(i)
t − Γ (i)yt dt η̃(i)0 = z

(i)
0 (22a)

dη(i)t =
(
Ξ(i)

(
Ξ(i)

)T)−1/2

dη̃(i)t η(i)0 = z
(i)
0 . (22b)

Moreover, define

ηt :=
[ (
η(1)t

)T (
η(2)t

)T]T
for t � 0 . (23)

The process {ηt}t�0 is referred to as a scaled innovation
process in this paper. Processes {ηt − η0}t�0 is a Brownian

motion [93, Ch. 4.4], and σ(η0:t) = σ
(
z
(1)
0:t , z

(2)
0:t

)
[83, Ch. 7.5].

Combining (20)–(23) gives

dyt = Ayt dt+Ec
tΓ

T
(
ΞΞT

)−1/2
dηt . (24)

Note that x̂t defined in (8c) is the MMSE estimator of yt
based on z

(1)
0:t and r0:t. In particular, it can be verified that

xt − yt ⊥⊥ z
(1)
0:t , r0:t. Consequently,

x̂t = E

{
yt

∣
∣
∣ z(1)0:t , r0:t

}

which shows that x̂t is the MMSE estimator of yt based on
z
(1)
0:t and r0:t. Define Qt as the error covariance matrix of x̂t

as an estimator of yt, i.e.,

Qt := V
{
yt − x̂t

}
. (25)

Matrix Qt is affected by the encoding strategy employed by
node 2. In particular, if the encoding strategy μp

0:T is employed
with μp

t given by (7), then Qt can be shown to satisfy the
following ordinary differential equation

dQt

dt
= AQt +QtA

T +Ec
tΓ

T
(
ΞΞT

)−1
ΓEc

t

− P

κ2

1

[Qt]1,1
Qt diag{1, 0}Qt

− (Ec
t +Qt)

(
Γ (1)

)T(
Ξ(1)

(
Ξ(1)

)T)−1

Γ (1)

× (Ec
t +Qt) (26)
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for all t ∈ [0, T ].
Define y

(1)
t as

y
(1)
t := E

{
x
(1)
t

∣
∣
∣ z(1)0:t , z

(2)
0:t

}
for t ∈ [0, T ] . (27)

Note that x̂(1)t and y
(1)
t are first entries of x̂t and yt, respec-

tively. Moreover, define εt
(
μ0:t

)
as

εt
(
μ0:t

)
:= V

{
y
(1)
t − x̂

(1)
t

}
. (28)

The quantity εt
(
μ0:t

)
is related to et

(
μ0:t

)
as follows

et
(
μ0:t

)
=

[
Ec

t

]
1,1

+ εt
(
μ0:t

)
. (29)

B. Detailed Proof of Proposition 1

Proof (Sufficiency): Note that ĕT � eT (μ0:T ) �
V
{
x
(1)
T

∣
∣ z(1)0:T

}
� V

{
x
(1)
T

}
for an arbitrary encoding strategy

μ0:T . If [1 0]T is orthogonal to the unobservable subspace
of

(
Γ (1),A

)
, then Lemma 1 shows that

{
V
{
x
(1)
T

∣
∣ z(1)0:T

}}
T�0

is bounded. If A(1) < 0, then
{
V
{
x
(1)
T

}}
T�0

is bounded.
Therefore, Condition 1 in Proposition 1 ensures that

{
ĕT

}
T�0

is bounded. Moreover, for arbitrary encoding strategies μ0:T ,
it can be shown that

{
eT

(
μ0:T

)}
T�0

is also bounded.
Next, assume that Condition 2 holds instead. Consider an

encoding strategy μ̌0:T with encoding function μ̌t at time t
defined as

μ̌t

(
z
(1)
0:t , z

(2)
0:t , r0:t

)
:= α̌t

(
y
(1)
t − E

{
y
(1)
t

∣
∣
∣ r0:t

})

where α̌t is a scalar such that

V

{
α̌t

(
y
(1)
t − E

{
y
(1)
t

∣
∣
∣ r0:t

})}
= P . (30)

Note that μ̌0:T is a linear encoding strategy, i.e., μ̌t is a linear
function for all t ∈ [0, T ]. Let εT

(
μ̌0:T

)
represent the MMSE

for inferring y
(1)
T based on z

(1)
0:T and r0:T if strategy μ̌0:T is

employed. In addition, let ε̌T
(
μ̌0:T

)
represent the MMSE for

inferring y
(1)
T based only on r0:T if μ̌0:T is employed. Then

εT
(
μ̌0:T

)
� ε̌T

(
μ̌0:T

)
. Viewing ε̌T

(
μ̌0:T

)
as a function of

T , we can show that this function solves the following initial
value problem

d

dT
ε̌T

(
μ̌0:T

)
=

(
2A(1) − P

κ2

)
ε̌T

(
μ̌0:T

)

+
[
1 0

]
Ec

TΓ
T
(
ΞΞT

)−1
ΓEc

T

[
1
0

]
(31a)

ε̌0
(
μ̌0

)
= V

{
y
(1)
0

∣
∣
∣ z(1)0

}
(31b)

where Ec
t , Γ , and Ξ are defined in (19), (6b), and (21a),

respectively. To derive (31), we observe that y
(1)
t defined

in (27) is the first component of yt defined in (8b). Combining
this with (24) gives

dy
(1)
t = A(1)y

(1)
t dt+ [1 0] Ec

tΓ
T
(
ΞΞT

)−1/2
dηt (32)

where ηt is defined in (23). If the encoding strategy μ̌0:T is
employed, then the received messages r0:T satisfy

drt = α̌t

(
y
(1)
t − E

{
y
(1)
t

∣
∣
∣ r0:t

})
dt+ κ dwt . (33)

The relationship (31) is then obtained by combining (30), (32),
and (33). If Condition 2 of Proposition 1 holds, then the

solution ε̌T
(
μ̌0:T

)
to (31) is unique, and

{
ε̌T

(
μ̌0:T

)}
T�0

is
bounded. Moreover, according to Lemma 1,

{[
Ec

T

]
1,1

}
T�0

is
bounded. Note that

ĕT � eT
(
μ̌0:T

)
=

[
Ec

T

]
1,1

+ εT
(
μ̌0:T

)

�
[
Ec

T

]
1,1

+ ε̌T
(
μ̌0:T

)
(34)

where (29) is used for obtaining the equality in (34).
Since both

{[
Ec

T

]
1,1

}
T�0

and
{
ε̌T

(
μ̌0:T

)}
T�0

are bounded,{
ĕT

}
T�0

is also bounded.
Next, it is proved that

{
eT

(
μp
0:T

)}
T�0

is bounded if
Condition 2 of Proposition 1 holds. If the encoding strat-
egy μp

0:T is employed, then QT satisfies (26). Omitting the
term after the second minus sign in (26), which is a positive
semidefinite (PSD) matrix, we obtain

dQt

dt
� AQt +QtA

T +Ec
tΓ

T
(
ΞΞT

)−1
ΓEc

t

− P

κ2

1

[Qt]1,1
Qt diag{1, 0}Qt . (35)

Here, X � Y represents that Y −X is PSD for symmetric
matrices X and Y . Definitions (8) and (27) show that y(1)t =

[1 0] yt and x̂
(1)
t = [1 0] x̂t. Combining these with (25)

and (28) give εT
(
μp
0:T

)
= [1 0] QT [1 0]T. Therefore, left

and right multiplying (35) by [1 0] and [1 0]T, respectively,
and combining the result with ε0

(
μp
0

)
, we obtain

d

dT
εT

(
μp
0:T

)
�

(
2A(1) − P

κ2

)
εT

(
μp
0:T

)

+ [1 0] Ec
TΓ

T
(
ΞΞT

)−1
ΓEc

T

[
1
0

]
(36a)

ε0
(
μp
0

)
= V

{
y
(1)
0

∣
∣ z(1)0

}
. (36b)

Comparing (31) with (36) and applying of [94, Ch. 3, Th. 4.1]
gives εT

(
μp
0:T

)
� εT

(
μ̌0:T

)
. Combining this with (29) gives

eT (μ
p
0:T ) � [Ec

T ]1,1 + ε̌T
(
μ̌0:T

)
.

Since both
{
[Ec

T ]1,1
}
T�0

and
{
ε̌T

(
μ̌0:T

)}
T�0

are bounded,{
eT

(
μp
0:T

)}
T�0

is also bounded.
Necessity: Assume that

{
ĕT

}
T�0

is bounded and
Condition 1 of Proposition 1 does not hold. It will be
shown that Condition 2 must hold. To see that [1 0]T is
orthogonal to the unobservable subspace of (Γ ,A), note that
[Ec

T ]1,1 � ĕT since the MSE of x
(1)
T achieved by the cen-

tralized MMSE estimator is no larger than that achieved
by the distributed filter regardless of the employed encod-
ing strategies. Since

{
ĕT

}
T�0

is bounded,
{
[Ec

T ]1,1
}
T�0

is

also bounded. If A(1) > 0, vector [1 0]T must be orthog-
onal to the unobservable subspace of (Γ ,A) to ensure the
boundedness of

{
[Ec

T ]1,1
}
T�0

.

It is next shown that C > A(1). If Condition 1 of
Proposition 1 does not hold, then there exists a vector u �= 0
that satisfies the following equalities

Γ (1) exp{At}BBTu = 0 ∀t � 0 (37a)

ATu = A(1)u (37b)

where

B := diag
{
B(1), B(2)

}
. (38)
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In fact, if [1 0]T is not orthogonal to the unobservable sub-
space of

(
Γ (1),A

)
, then either (i) C((Γ (1)

)T) ⊆ C([0 1]T
)
,

or (ii) C((Γ (1)
)T)

= C([1 a]T
)

for some a �= 0, and
A = A(1)I . For situation (i), let u = [1 0]T; for situ-
ation (ii), choose u satisfying [1 a] BBTu = 0. Define
e
(
uTxT ;μ0:T

)
as the MMSE for inferring uTxT based on

z
(1)
0:T and r0:T if encoding strategy μ0:T is employed. Moreover,

define

ĕ
(
uTxT

)
:= inf

μ0:T∈MT

e
(
uTxT ;μ0:T

)
(39)

where MT represents the set of encoding strategies of hori-
zon T . If

{
ĕT

}
T�0

is bounded, then
{
ĕ
(
uTxT

)}
T�0

can be
shown to be also bounded. It will be shown in the follow-
ing that C > A(1) must hold to ensure

{
ĕ
(
uTxT

)}
T�0

is
bounded.

Note that node 1 computes the distributed filter by combin-
ing the received messages with its own sensor observations.
This makes proving the necessity of Condition 2 challenging,
as reasoning in existing literature where the receiver node does
not obtain sensor observations cannot be applied directly. To
address this challenge, consider the situation where node 2
can exploit observations obtained by node 1 in future time for
generating transmitted messages. In particular, for a given hori-
zon T , suppose node 2 can exploit the observations z

(1)
0:T for

generating transmitted message at any t ∈ [0, T ]. Therefore,
the signal transmitted by node 2 at time t can be written
as μt,T

(
z
(1)
0:T , z

(2)
0:t , r0:t

)
, where measurable function μt,T is

referred to as a generalized encoding function. A collection
of generalized encoding functions {μt,T }t∈[0,T ] is referred to
as a generalized encoding strategy of horizon T if the power
constraint (3) is satisfied with μt replaced by μt,T . Define
μ0:t,T := {μτ,T }τ∈[0,t] for t ∈ [0, T ]. If a generalized encod-
ing strategy μ0:T,T is employed, then the received message
rt is σ

(
z
(1)
0:T , z

(2)
0:t ,w0:t

)
-measurable. Define e

(
uTxt;μ0:t,T

)
as

the MMSE for inferring uTxt based on z
(1)
0:T and r0:t if gen-

eralized encoding strategy μ0:T,T is employed by node 2.
Moreover, define ĕ

(
uTxT ;T

)
as

ĕ
(
uTxT ;T

)
:= inf

μ0:T,T∈M̃T

e
(
uTxT ;μ0:T,T

)
(40)

where M̃T represents the set of generalized encoding strate-
gies of horizon T . Since MT ⊆ M̃T , comparing (39) and
(40) gives

ĕ
(
uTxT

)
� ĕ

(
uTxT ;T

)
. (41)

Define yt,T as the MMSE estimator of uTxt based on z
(1)
0:T

and z0:t, i.e.,

yt,T := E

{
uTxt

∣
∣
∣ z(1)0:T , z

(2)
0:t

}
for t ∈ [0, T ] . (42)

In addition, define e(yt,T ;μ0:t,T ) as the MMSE for inferring
yt,T based on z

(1)
0:T and r0:t if generalized encoding strategy

μ0:T,T is employed, i.e.,

e(yt,T ;μ0:t,T ) := V

{
yt,T − E

{
yt,T

∣
∣
∣ z(1)0:T , r0:t

}}
.

It can be verified that e
(
uTxt;μ0:t,T

)
� e

(
yt,T ;μ0:t,T

)
.

To see this, note that uTxt − yt,T ⊥⊥ z
(1)
0:T , z

(2)
0:t since the

random vectors involved are jointly Gaussian. Moreover,
uTxt − yt,T ⊥⊥ w0:t

∣
∣ z(1)0:T , z

(2)
0:t as w0:t ⊥⊥ xt, z

(1)
0:T , z

(2)
0:t . Since

r0:t is σ
(
z
(1)
0:T , z

(2)
0:t ,w0:t

)
-measurable if μ0:T,T is employed,

Lemma 1 of [85] can be applied to conclude that uTxt −
yt,T ⊥⊥ z

(1)
0:T , r0:t, yt,T . Therefore,

e
(
uTxt;μ0:t,T

)
= E

{(
yt,T − E

{
uTxt

∣
∣
∣ z(1)0:T , r0:t

})2}

+ E

{(
uTxt − yt,T

)2}

� E

{(
yt,T − E

{
uTxt

∣
∣
∣ z(1)0:T , r0:t

})2}

(a)
= e

(
yt,T ;μ0:t,T

)
(43)

where equality (a) is because

E

{
uTxt

∣
∣
∣ z(1)0:T , r0:t

}

= E

{
E

{
uTxt

∣
∣
∣ z(1)0:T , z

(2)
0:t , r0:t

} ∣
∣
∣ z(1)0:T , r0:t

}

= E

{
E

{
uTxt

∣
∣
∣ z(1)0:T , z

(2)
0:t

} ∣
∣
∣ z(1)0:T , r0:t

}

= E

{
yt,T

∣
∣
∣ z(1)0:T , r0:t

}
.

Combining (40), (41), and (43) gives

ĕ
(
uTxT

)
� inf
μ0:T,T∈M̃T

e
(
yT,T ;μ0:T,T

)
. (44)

A lower bound of the right-hand side (RHS) of (44) is
derived as follows. Choose t and s such that 0 � t � s � T .
According to the chain rule of mutual information,

I
(
ys,T ; z

(1)
0:T , r0:s

)
= I

(
ys,T ; z

(1)
0:T , r0:t

)

+ I
(
ys,T ; rt:s

∣
∣ z(1)0:T , r0:t

)
. (45)

The second term on the RHS of (45) can be shown to satisfy

I
(
ys,T ; rt:s

∣
∣ z(1)0:T , r0:t

)
�

∫ s

t

C dτ = C(s− t) (46)

where C is the channel capacity given by (5). To investigate
the first term on the RHS of (45), the following conditional
independence will be used

ys,T ⊥⊥ z
(1)
0:T , r0:t

∣
∣ yt,T . (47)

To see this, define a scaled innovation process {ητ,T }τ∈[0,T ]

as

dητ,T =
(
ΞΞT

)−1/2
(
dz(2)τ − Γ (2)

τ E

{
xτ

∣
∣
∣ z(1)0:T , z

(2)
0:τ

}
dτ

)

η0,T = z
(2)
0 .

Process {ητ,T − η0,T }τ∈[0,T ] can be shown to be a Brownian
motion that satisfies

{
ητ,T − η0,T

}
τ∈[0,T ]

⊥⊥ z
(1)
0:T ,η0,T . (48)

Moreover,

σ
(
z
(1)
0:T , z

(2)
0:τ

)
= σ

(
z
(1)
0:T ,η0:τ,T

) ∀τ ∈ [0, T ] (49)

where η0:τ,T := {ητ̃ ,T }τ̃∈[0,τ ]. Define qτ for τ ∈ [0, T ] as
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qτ := E

{
uTxτ

∣
∣
∣ z(1)0:T , z

(2)
0:τ

}
− E

{
uTx0

∣
∣
∣ z(1)0:T , z

(2)
0

}

−
∫ τ

0

E

{
uTAxτ̃

∣
∣
∣ z(1)0:T , z

(2)
0:τ̃

}
dτ̃ (50)

= yτ,T − y0,T −
∫ τ

0

A(1)yτ̃ ,T dτ̃ (51)

where (51) is obtained using (37b) and (42). Equation (50)
shows that qτ is σ

(
z
(1)
0:T , z

(2)
0:τ

)
-measurable, and it is thus also

σ
(
z
(1)
0:T ,η0:τ,T

)
-measurable. Moreover, the independence

qt2 − qt1 ⊥⊥ σ
(
z
(1)
0:T , z

(2)
0:t1

)
= σ

(
z
(1)
0:T ,η0:t1,T

)
(52)

holds for all 0 � t1 � t2 � T . In particular, since qt2 , qt1 ,
z
(1)
0:T , z(2)0:t1

are jointly Gaussian, (52) holds if

E
{
z(1)τ

(
qt2 − qt1

)}
= 0 ∀τ ∈ [0, T ] (53a)

E
{
z(2)τ

(
qt2 − qt1

)}
= 0 ∀τ ∈ [0, t1] (53b)

according to the monotone class lemma [95, Appendix A1].
Let φ represent an arbitrary random vector that is
σ
(
z
(1)
0:T , z

(2)
0:t1

)
-measurable. We can derive (54), shown at the

bottom of the page, where vt̃ :=
[(
v
(1)

t̃

)T (
v
(2)

t̃

)T]T
. In

particular, (54a) is obtained using (50) and the following
relationship

E

{
E

{
xt̃

∣
∣
∣ z(1)0:T , z

(2)

0:t̃

} ∣
∣
∣ z(1)0:T , z

(2)
0:t1

}
= E

{
xt̃

∣
∣
∣ z(1)0:T , z

(2)
0:t1

}

∀t̃ � t1 .

Setting φ = z
(1)
τ in (54), applying Fubini’s Theorem, and using

the independence between
{
n
(1)
t

}
t�0

and {vt}t�0, we obtain

E

{
z(1)τ (qt2 − qt1)

}
=

∫ τ

0

E

{
Γ (1)xτ̃

(∫ t2

t1

B dvt̃

)T

u
}
dτ̃ .

(55)

Combining (1) with (8a), we can write xτ̃ as

xτ̃ = exp{Aτ̃}x0 +
∫ τ̃

0

exp
{
A(τ̃ − s̃)

}
B dvs̃ .

Consequently,

E

{
Γ (1)xτ̃

(∫ t2

t1

B dvt̃

)T

u

}

=

∫ min{τ̃ ,t2}

t1

Γ (1) exp
{
A(τ̃ − t̃)

}
BBTu dt̃ = 0 (56)

where the first and second equality are due to the Itô isometry
and (37a), respectively. Substituting (56) into (55) gives (53a).
Setting φ = z

(2)
τ in (54) and using the relationship z

(2)
τ ⊥⊥∫ t2

t1
B dvt̃ for all τ ∈ [0, t1], we obtain (53b), and thus (52)

holds. In particular, (52) shows that qτ ⊥⊥ z
(1)
0:T ,η0,T as q0 = 0

by definition. Since qτ is σ
(
z
(1)
0:T ,η0:τ,T

)
-measurable, there

exists a function gT : [0, T ] �→ R
1×k2 , where k2 is the

dimension of z(2)τ , such that [93, Ch. 3]

qτ =

∫ τ

0

gT (τ̃) dητ̃ ,T ∀τ ∈ [0, T ] . (57)

Combining (51) with (57) shows that {yτ,T }τ∈[0,T ] satisfies

dyτ,T = A(1)yτ,T dτ + gT (τ) dητ,T (58)

and thus ys,T can be written as

ys,T = exp
{
A(1)(s− t)

}
yt,T

+

∫ s

t

exp
{
A(1)(s− τ)

}
gT (τ) dητ,T .

Since {ητ,T − η0,T }τ∈[0,T ] is a Brownian motion and satis-
fies (48),

∫ s

t

exp
{
A(1)(s− τ)

}
gT (τ) dητ,T

⊥⊥ σ
(
z
(1)
0:T ,η0:t,T

)
= σ

(
z
(1)
0:T ,η0:t,T , yt,T

)

where the equality is obtained based on (42) and (49).
Applying [85, Lemma 2] gives ys,T ⊥⊥ z

(1)
0:T ,η0:t,T | yt,T .

Since w0:t ⊥⊥ z
(1)
0:T , z

(2)
0:t , yt,T , ys,T , Equation (47) is obtained

by applying [85, Lemma 1].
Using [85, Lemma 3], the first term on the RHS of (45)

satisfies

I
(
ys,T ; z

(1)
0:T , r0:t

)

� f
(
I
(
yt,T ; z

(1)
0:T , r0:t

)
;V

{
[ ys,T yt,T ]

T
})

. (59)

Combining (45), (46), and (59) gives

I
(
ys,T ; z

(1)
0:T , r0:s

)− I
(
yt,T ; z

(1)
0:T , r0:t

)

� ϕT (s− t, t)− ϕT (0, t)

where function ϕT is defined as

ϕT (Δ, t) := f
(
I
(
yt,T ; z

(1)
0:T , r0:t

)
;V

{
[ yt+Δ,T yt,T ]

T
})

+CΔ for t ∈ [0, T ], Δ ∈ [0, T − t]

with ϕT (0, t) = I
(
yt,T ; z

(1)
0:T , r0:t

)
in particular. Therefore,

d

dt
I
(
yt,T ; z

(1)
0:T , r0:t

)

� lim
s↘t

1

s− t
(ϕT (s− t, t)− ϕT (0, t))

= C − 1

2
V{yt,T }−1

(
exp

{
2I

(
yt,T ; z

(1)
0:T , r0:t

)}

−1
)
gT (t)g

T
T (t) (60)

E
{
φ(qt2 − qt1)

}
= E

{
E

{
φuT

(
xt2 − xt1 −

∫ t2

t1

Axt̃ dt̃
) ∣
∣
∣ z(1)0:T , z

(2)
0:t1

}}
(54a)

= E

{
φuT

(
xt2 − xt1 −

∫ t2

t1

Axt̃ dt̃
)}

= E

{
φuT

∫ t2

t1

B dvt̃

}
(54b)
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where s ↘ t represents that s approaches t from above. Define
function IT (t) as the solution to the following initial value
problem on [0, T ]

d

dt
IT (t) = C − 1

2
V{yt,T }−1

(
exp

{
2IT (t)

}− 1
)
gT (t)g

T
T (t)

(61a)

IT (0) = I
(
y0,T ; z

(1)
0:T

)
. (61b)

Comparing (60) with (61) and applying [94, Ch. 3,
Th. 4.1] gives I

(
yT,T ; z

(1)
0:T , r0:T

)
� IT (T ). Applying

[85, Lemma 4],

e
(
yT,T ;μ0:T,T

)
� V

{
yT,T

}
exp

{
−2I

(
yT,T ; z

(1)
0:T , r0:T

)}

� V
{
yT,T

}
exp

{− 2IT (T )
}
. (62)

Moreover, using (58) and (61), V{yT,T } exp{−2IT (T )} can
be written as

V
{
yT,T

}
exp

{− 2IT (T )
}

= V
{
y0,T

}
exp

{
−2I

(
y0,T ; z

(1)
0:T

)
+ 2

(
A(1) − C

)
T
}

+

∫ T

0

exp
{
2
(
A(1) − C

)
(T − τ)

}
gT (τ)g

T
T (τ) dτ . (63)

Combining (62) and (63), if C � A(1), then

e
(
yT,T ;μ0:T,T

)
�

∫ T

0

gT (τ)g
T
T (τ) dτ . (64)

Using (57) and the Itô isometry, and then using (50),
∫ T

0

gT (τ)g
T
T (τ) dτ

= E
{
(qT − q0)

2
}

= E

{(
yT,T − y0,T −

∫ T

0

A(1)yτ,T dτ
)2

}
. (65)

According to (58), the following holds

E{yt,T ys,T } = exp
{
A(1)(s− t)

}
V{ys,T } (66)

for all t and s such that 0 � t � s � T . Substituting (66)
into (65),

∫ T

0

gT (τ)g
T
T (τ) dτ = V

{
yT,T

}− V
{
y0,T

}

− 2A(1)

∫ T

0

V
{
yτ,T

}
dτ . (67)

Recalling the definition (42), and using the law of total
covariance,

V
{
yτ,T

}
= V

{
uTxτ

}− V

{
uTxτ

∣
∣
∣ z(1)0:T , z

(2)
0:τ

}
∀τ ∈ [0, T ] .

(68)

In addition, combining (1) with (8a) and (37b),

V
{
uTxT

}
= 2A(1)

∫ T

0

V
{
uTxτ

}
dτ

+ uTBBTuT + V
{
uTx0

}
. (69)

Substituting (68) and (69) into (67) gives
∫ T

0

gT (τ)g
T
T (τ) dτ

= uTBBTuT − V

{
uTxT

∣
∣
∣ z(1)0:T , z

(2)
0:T

}

+V

{
uTx0

∣
∣
∣ z(1)0:T , z

(2)
0

}

+2A(1)

∫ T

0

V

{
uTxτ

∣
∣
∣ z(1)0:T , z

(2)
0:τ

}
dτ . (70)

Combining (44), (64), and (70)

ĕ
(
uTxT

)
�

∫ T

0

gT (τ)g
T
T (τ) dτ

� uTBBTuT − V

{
uTxT

∣
∣
∣ z(1)0:T , z

(2)
0:T

}
. (71)

The set
{
V
{
uTxT

∣
∣ z(1)0:T , z

(2)
0:T

}}
T�0

can be verified to be

bounded. Therefore, if C � A(1), then
{
ĕ
(
uTxT

)}
T�0

is
unbounded according to (71). However, recall that if {ĕT }T�0

is bounded, then
{
ĕ
(
uTxT

)}
T�0

must be bounded. This
shows that if Condition 1 of Proposition 1 does not hold, then
C > A(1) is necessary to ensure that {ĕT }T�0 is bounded.�

APPENDIX B
PROOF OF PROPOSITION 2

A lemma to be used in the proof is presented first.
Lemma 2: Consider vector processes {θt}t�0 and {ξt}t�0

described by the following SDE

dθt = Atθt dt+Bt dνt (72a)

dξt =
(
Gtθt + gt

(
ξ0:t

))
dt+ Ft dνt +Lt dωt (72b)

where At, Bt, Gt, Ft, and Lt are deterministic matrices
such that LtL

T
t is invertible for all t � 0; gt is a lin-

ear function; {νt}t�0 and {ωt}t�0 are independent Brownian
motions. Moreover, θ0 and ξ0 are jointly Gaussian and are
independent of {νt}t�0 and {ωt}t�0. Suppose regularity con-
ditions for the existence of a strong solution to SDE (72) hold
(see [84, Ch. 12]). Then processes

{
θ̂t
}
t�0

and
{
θ̃t
}
t�0

are

both Markov, where θ̂t := E
{
θt

∣
∣ ξ0:t

}
and θ̃t := θt − θ̂t.

Proof: According to [84, Th. 12.7], process
{
θ̂t
}
t�0

satis-
fies

dθ̂t = Atθ̂t dt+Ht

(
dξt −

(
Gtθ̂t + gt

(
ξ0:t

))
dt
)

(73)

where Ht is defined as

Ht :=
(
BtF

T
t + V

{
θt

∣
∣ ξ0:t

}
GT

t

)(
FtF

T
t +LtL

T
t

)−1
.

Combination of (72) and (73) shows that
{
θ̃t
}
t�0

satisfies the
following SDE

dθ̃t =
(
At −HtGt

)
θ̃t dt+

(
Bt −HtFt

)
dνt −HtLt dωt .

Therefore,
{
θ̃t
}
t�0

is a Markov process [82, Ch. 7]. Moreover,
define a scaled innovation process {ηt}t�0 as

dηt =
(
FtF

T
t +LtL

T
t

)−1/2(
dξt −

(
Gtθ̂t + gt

(
ξ0:t

))
dt
)

(74a)

η0 = ξ0 . (74b)

Process {ηt−η0}t�0 can be shown to be a Brownian motion.

Combining (73) and (74), process
{
θ̂t
}
t�0

satisfies

dθ̂t = Atθ̂t dt+Ht

(
FtF

T
t +LtL

T
t

)1/2

dηt .
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Therefore,
{
θ̂t
}
t�0

is also a Markov process. �
The three statements in Proposition 2 are proved next.
Proof:
Statement 1: Setting θt = xt and ξt =[(
z
(1)
t

)T (
z
(2)
t

)T]T
in Lemma 2 shows that {x̃t}t�0

is a Markov process. Setting i = 1 in (22b) and using (24),
we obtain

dz
(1)
t = Γ (1)yt dt+

(
Ξ(1)

(
Ξ(1)

)T)1/2

dη(1)t . (75)

Moreover, process {rt}t�0 satisfies

drt =
(
βT
t yt + gt

(
z
(1)
0:t , r0:t

))
dt+ κ dwt . (76)

Combining (24), (75), as well as (76), and applying Lemma 2,{
E
{
yt

∣
∣ z(1)0:t , r0:t

}}
t�0

and
{
yt − E

{
yt

∣
∣ z(1)0:t , r0:t

}}
t�0

are
shown to be Markov processes. Note that

x̂t = E

{
E

{
xt

∣
∣
∣ z(1)0:t , z

(2)
0:t , r0:t

} ∣
∣
∣ z(1)0:t , r0:t

}

(a)
= E

{
E

{
xt

∣
∣
∣ z(1)0:t , z

(2)
0:t

} ∣
∣
∣ z(1)0:t , r0:t

}

= E

{
yt

∣
∣
∣ z(1)0:t , r0:t

}
(77)

where equality (a) is obtained using the relationship

x
(1)
t , x

(2)
t ⊥⊥ r0:t

∣
∣ z(1)0:t , z

(2)
0:t

which is proved in [85, Lemma 5]. Therefore, {ỹt}t�0 and
{x̂t}t�0 are Markov processes.

Statement 2: Random vectors x̃t, ỹt, and x̂t can be shown to
be independent. Specifically, using the independence between
the channel noise process and the state disturbance and sensor
observation processes, we can show that

xt, z
(1)
0:t , z

(2)
0:t ⊥⊥ w0:t . (78)

Moreover, (8b) and (11a) shows that x̃t is σ
(
xt, z

(1)
0:t , z

(2)
0:t

)
-

measurable. Combining this with (78), we obtain x̃t ⊥⊥ w0:t.
In addition, (8b) and (11a) indicate that x̃t ⊥⊥ z

(1)
0:t , z

(2)
0:t .

Therefore, x̃t ⊥⊥ z
(1)
0:t , z

(2)
0:t ,w0:t as the involved random

quantities are jointly Gaussian. Since both ỹt and x̂t are
σ
(
z
(1)
t , z

(2)
t ,w0:t

)
-measurable, the relationship x̃t ⊥⊥ ỹt, x̂t

holds. In addition, combining (11b) with (77) shows that
ỹt ⊥⊥ x̂t. Therefore, x̃t, ỹt, and x̂t are independent as they are
jointly Gaussian. As a result, V{st}−1 can be written as (79),
which is shown at the bottom of the page. Therefore,

1

2
sTt V

{
sτ
}−1

st =
1

2

(
x̃Tt V

{
x̃τ
}−1

x̃t + ỹTt V
{
ỹτ

}−1
ỹt

+ x̂Tt V
{
x̂τ
}−1

x̂t
)
.

Letting τ in the above equation approach infinity and taking
the expectation, the equation Es

t = E x̃
t +E ỹ

t +E x̂
t is obtained.

Statement 3: Since x̃t, ỹt, and x̂t are independent, the
following holds

Ss
t = −D

(
Pst

∥
∥λL

)
= −D

(
P[x̃Tt ỹTt x̂Tt ]T

∥
∥λL

)

= S x̃
t + S ỹ

t + S x̂
t .

This is the desired result. �

APPENDIX C
DERIVATION OF ENERGY VARIATION AND ENERGY

FLOW RATES

Using Kalman–Bucy filtering results, we obtain

d

dt
V
{
xt
}
= AV

{
xt
}
+ V

{
xt
}
AT +BBT (80a)

d

dt
V
{
x̃t
}
= AV

{
x̃t
}
+ V

{
x̃t
}
AT +BBT

− V
{
x̃t
}
ΓT

(
ΞΞT

)−1
ΓV

{
x̃t
}

(80b)
d

dt
V
{
yt
}
= AV

{
yt
}
+ V

{
yt
}
AT

+ V
{
x̃t
}
ΓT

(
ΞΞT

)−1
ΓV

{
x̃t
}

(80c)

where

A :=

[
A(1) 0
0 A(2)

]
B :=

[
B(1) 0
0 B(2)

]

Γ :=

[
Γ (1)

Γ (2)

]
Ξ :=

[
Ξ(1) 0
0 Ξ(2)

]
.

V
{
st
}−1

=

⎡

⎢
⎢
⎣

V
{
x̃t
}−1 −V

{
x̃t
}−1

0

−V
{
x̃t
}−1

V
{
ỹt
}−1

+ V
{
x̃t
}−1 −V

{
ỹt
}−1

0 −V
{
ỹt
}−1

V
{
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}−1

+ V
{
ỹt
}−1

⎤

⎥
⎥
⎦ . (79)

d

dt
E x̃
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1

2
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}]
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}
(82a)
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d
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E x̂
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According to optimal filtering results for the system described
by (24), (75), and (76),

d

dt
V
{
ỹt
}
= AV

{
ỹt
}
+ V

{
ỹt
}
AT − V

{
ỹt
}
βtκ

−2βT
t V

{
ỹt
}

+ V
{
x̃t
}
ΓT

(
ΞΞT

)−1
ΓV

{
x̃t
}

− (
V
{
x̃t
}
+ V

{
ỹt
})(

Γ (1)
)T(

Ξ(1)
(
Ξ(1)

)T)−1

× Γ (1)
(
V
{
x̃t
}
+ V

{
ỹt
})

(81a)
d

dt
V
{
x̂t
}
=

d

dt
V
{
yt
}− d

dt
V
{
ỹt
}
. (81b)

Combining (80b) and (81) with (12) gives (82), shown at the
bottom of the previous page. The rates of energy flows are
obtained by combining (14)–(18) with (80a), (80c), and (82).
The results are given in of [92, Appendix A.3.3, eq. (A.91)].
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[70] S. Yüksel and T. Başar, Stochastic Networked Control Systems:
Stabilization and Optimization Under Information Constraints.
New York, NY, USA: Birkhäuser, 2013.

[71] M. Franceschetti, M. J. Khojasteh, and M. Z. Win, “The many facets of
information in networked estimation and control,” Annu. Rev. Control
Robot. Auton. Syst., vol. 6, no. 1, pp. 233–259, 2023.

[72] W. S. Wong and R. W. Brockett, “Systems with finite communication
bandwidth constraints II: Stabilization with limited information feed-
back,” IEEE Trans. Autom. Control, vol. 44, no. 5, pp. 1049–1053,
May 1999.

[73] J. Pearson, J. P. Hespanha, and D. Liberzon, “Control with minimal cost-
per-symbol encoding and quasi-optimality of event-based encoders,”
IEEE Trans. Autom. Control, vol. 62, no. 5, pp. 2286–2301, May 2017.

[74] D. Liberzon and J. P. Hespanha, “Stabilization of nonlinear systems with
limited information feedback,” IEEE Trans. Autom. Control, vol. 50,
no. 6, pp. 910–915, Jun. 2005.

[75] R. W. Brockett and D. Liberzon, “Quantized feedback stabilization
of linear systems,” IEEE Trans. Autom. Control, vol. 45, no. 7,
pp. 1279–1289, Jul. 2000.

[76] L. Schenato, B. Sinopoli, M. Franceschetti, K. Poolla, and S. S. Sastry,
“Foundations of control and estimation over lossy networks,” Proc.
IEEE, vol. 95, no. 1, pp. 163–187, Jan. 2007.

[77] B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, and S. Sastry,
“Optimal linear LQG control over lossy networks without packet
acknowledgment,” in Proc. IEEE Conf. Decis. Control, San Diego, CA,
USA, Dec. 2006, pp. 392–397.

[78] Z. Liu, A. Conti, S. K. Mitter, and M. Z. Win, “Filtering over non-
Gaussian channels: The role of anytime capacity,” IEEE Control Syst.
Lett., vol. 7, pp. 472–477, 2023.

[79] Z. Liu, A. Conti, S. K. Mitter, and M. Z. Win, “Communication-efficient
distributed learning over networks—Part I: Sufficient conditions for
accuracy,” IEEE J. Sel. Areas Commun., vol. 41, no. 4, pp. 1081–1101,
Apr. 2023.

[80] Z. Liu, A. Conti, S. K. Mitter, and M. Z. Win, “Communication-efficient
distributed learning over networks–Part II: Necessary conditions for
accuracy,” IEEE J. Sel. Areas Commun., vol. 41, no. 4, pp. 1102–1119,
Apr. 2023.

[81] I. Karatzas and S. E. Shreve, Brownian Motion and Stochastic Calculus,
2nd ed. New York, NY, USA: Springer, 1998.

[82] B. Øksendal, Stochastic Differential Equations, 6th ed. Heidelberg,
Germany: Springer, 2013.

[83] R. S. Liptser and A. N. Shiryaev, Statistics of Random Processes I—
General Theory, 2nd ed. Heidelberg, Germany: Springer, 2001.

[84] R. S. Liptser and A. N. Shiryaev, Statistics of Random Processes II—
Applications, 2nd ed. Heidelberg, Germany: Springer, 2001.

[85] Z. Liu, A. Conti, S. K. Mitter, and M. Z. Win, “Distributed filtering in
continuous-time scenarios: Encoding strategies and information theoret-
ical interpretation,” Massachusetts Inst. Technol., Lab. Inf. Decis. Syst.
(LIDS), Cambridge, MA, USA, Internal Rep., 2023.

[86] P. A. Stavrou, T. Tanaka, and S. Tatikonda, “The time-invariant
multidimensional Gaussian sequential rate-distortion problem revis-
ited,” IEEE Trans. Autom. Control, vol. 65, no. 5, pp. 2245–2249,
May 2020.

[87] T. Tanaka, P. M. Esfahani, and S. K. Mitter, “LQG control with minimum
directed information: Semidefinite programming approach,” IEEE Trans.
Autom. Control, vol. 63, no. 1, pp. 37–52, Jan. 2018.

[88] T. Tanaka, K.-K. K. Kim, P. A. Parrilo, and S. K. Mitter, “Semidefinite
programming approach to Gaussian sequential rate-distortion trade-
offs,” IEEE Trans. Autom. Control, vol. 62, no. 4, pp. 1896–1910,
Apr. 2017.

[89] V. Kostina and B. Hassibi, “Rate-cost tradeoffs in control,” IEEE Trans.
Autom. Control, vol. 64, no. 11, pp. 4525–4540, Nov. 2019.

[90] T. Weissman, Y.-H. Kim, and H. H. Permuter, “Directed information,
causal estimation, and communication in continuous time,” IEEE Trans.
Inf. Theory, vol. 59, no. 3, pp. 1271–1287, Mar. 2012.

[91] J. L. Massey, “Causality, feedback and directed information,” in Proc.
IEEE Int. Symp. Inf. Theory Its Appl., Waikiki, HI, USA, Nov. 1990,
pp. 303–305.

Authorized licensed use limited to: MIT Libraries. Downloaded on December 17,2023 at 04:05:44 UTC from IEEE Xplore.  Restrictions apply. 



LIU et al.: CONTINUOUS-TIME DISTRIBUTED FILTERING WITH SENSING AND COMMUNICATION CONSTRAINTS 681

[92] Z. Liu, “Decentralized inference and its application to network
localization and navigation,” Ph.D. dissertation, Dept. Aeronaut.
Astronaut., Massachusetts Inst. Technol., Cambridge, MA, USA,
May 2022.

[93] M. H. Davis, Linear Estimation and Stochastic Control, 1st ed. London,
U.K.: Chapman and Hall, 1977.

[94] P. Hartman, Ordinary Differential Equations, 2nd ed. Philadelphia, PA,
USA: SIAM, 2002.

[95] J.-F. Le Gall, Brownian Motion, Martingales, and Stochastic Calculus.
Cham, Switzerland: Springer, 2016.

Zhenyu Liu (Member, IEEE) received the Ph.D.
degree in networks and statistics and the S.M.
degree in aeronautics and astronautics both from
the Massachusetts Institute of Technology (MIT) in
2022. He received the M.S. degree and the B.S.
degree (with honor) in electronic engineering from
Tsinghua University, Beijing, China, in 2014 and
2011, respectively.

Since 2022, he has been a Post-Doctoral Associate
in the wireless information and network sciences
laboratory at MIT. His research interests include

wireless communications, network localization, distributed inference, net-
worked control, and quantum information science.

Dr. Liu received the first prize of the IEEE Communications Society’s
Student Competition in 2019 and 2016, the Research and Development 100
Award for Peregrine System in 2018, and the Best Paper Award at the IEEE
Latin-American Conference on Communications in 2017.

Andrea Conti (Fellow, IEEE) is a Professor and
founding director of the Wireless Communication
and Localization Networks Laboratory at the
University of Ferrara, Italy. Prior to joining the
University of Ferrara, he was with CNIT and with
IEIIT-CNR.

In Summer 2001, he was with the Wireless
Systems Research Department at AT&T Research
Laboratories. Since 2003, he has been a frequent
visitor to the Wireless Information and Network
Sciences Laboratory at the Massachusetts Institute

of Technology, where he presently holds the Research Affiliate appointment.
His research interests involve theory and experimentation of wireless commu-
nication and localization systems. His current research topics include network
localization and navigation, distributed sensing, adaptive diversity communi-
cations, and quantum information science.

Dr. Conti has served as editor for IEEE journals and chaired interna-
tional conferences. He was elected Chair of the IEEE Communications
Society’s Radio Communications Technical Committee and is Co-founder of
the IEEE Quantum Communications & Information Technology Emerging
Technical Subcommittee. He received the HTE Puskás Tivadar Medal,
the IEEE Communications Society’s Fred W. Ellersick Prize, and the
IEEE Communications Society’s Stephen O. Rice Prize in the field of
Communications Theory. He is an elected Fellow of the IEEE and of the IET,
and a member of Sigma Xi. He has been selected as an IEEE Distinguished
Lecturer.

Sanjoy K. Mitter (Life Fellow, IEEE) received the
Ph.D. degree in electrical engineering (automatic
control) from the Imperial College London, London,
U.K., in 1965.

He taught at Case Western Reserve University
from 1965 to 1969. He joined the Massachusetts
Institute of Technology (MIT), Cambridge, MA,
USA, in 1969, where he has been a Professor of elec-
trical engineering since 1973. He was the Director
of the MIT Laboratory for Information and Decision
Systems from 1981 to 1999. He has also been a

Professor of mathematics at the Scuola Normale, Pisa, Italy, from 1986 to
1996. He has held visiting positions at Imperial College London; University
of Groningen, The Netherlands; INRIA, France; Tata Institute of Fundamental
Research, India; ETH, Zurich, Switzerland; and several American universities.
He was the McKay Professor at the University of California, Berkeley, CA,
USA, in March 2000, and held the Russell-Severance-Springer Chair in Fall
2003. His current research interests include communication and control in a
networked environment, the relationship of statistical and quantum physics
to information theory and control, as well as autonomy and adaptiveness for
integrative organization.

Dr. Mitter received the AACC Richard E. Bellman Control Heritage Award
in 2007 and the IEEE Eric E. Sumner Award in 2015. He is a member of the
National Academy of Engineering. He has received the 2000 IEEE Control
Systems Award.

Moe Z. Win (Fellow, IEEE) is a Professor at the
Massachusetts Institute of Technology (MIT) and the
founding director of the Wireless Information and
Network Sciences Laboratory. Prior to joining MIT,
he was with AT&T Research Laboratories and with
NASA Jet Propulsion Laboratory.

His research encompasses fundamental theories,
algorithm design, and network experimentation for
a broad range of real-world problems. His cur-
rent research topics include ultra-wideband systems,
network localization and navigation, network inter-

ference exploitation, and quantum information science. He has served the
IEEE Communications Society as an elected Member-at-Large on the Board
of Governors, as elected Chair of the Radio Communications Committee,
and as an IEEE Distinguished Lecturer. Over the last two decades, he held
various editorial positions for IEEE journals and organized numerous inter-
national conferences. Recently, he served on the SIAM Diversity Advisory
Committee.

Dr. Win is an elected Fellow of the AAAS, the EURASIP, the IEEE, and
the IET. He was honored with two IEEE Technical Field Awards: the IEEE
Kiyo Tomiyasu Award (2011) and the IEEE Eric E. Sumner Award (2006,
jointly with R. A. Scholtz). His publications, coauthored with students and
colleagues, have received several awards. Other recognitions include the MIT
Everett Moore Baker Award (2022), the IEEE Vehicular Technology Society
James Evans Avant Garde Award (2022), the IEEE Communications Society
Edwin H. Armstrong Achievement Award (2016), the Cristoforo Colombo
International Prize for Communications (2013), the Copernicus Fellowship
(2011) and the Laurea Honoris Causa (2008) from the Università degli Studi
di Ferrara, and the U.S. Presidential Early Career Award for Scientists and
Engineers (2004). He is an ISI Highly Cited Researcher.

Authorized licensed use limited to: MIT Libraries. Downloaded on December 17,2023 at 04:05:44 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


