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#### Abstract

Distributed filtering is crucial in many applications such as localization, radar, autonomy, and environmental monitoring. The aim of distributed filtering is to infer time-varying unknown states using data obtained via sensing and communication in a network. This paper analyzes continuous-time distributed filtering with sensing and communication constraints. In particular, the paper considers a building-block system of two nodes, where each node is tasked with inferring a timevarying unknown state. At each time, the two nodes obtain noisy observations of the unknown states via sensing and perform communication via a Gaussian feedback channel. The distributed filter of the unknown state is computed based on both the sensor observations and the received messages. We analyze the asymptotic performance of the distributed filter by deriving a necessary and sufficient condition of the sensing and communication capabilities under which the mean-square error of the distributed filter is bounded over time. Numerical results are presented to validate the derived necessary and sufficient condition.


Index Terms-Distributed inference, Kalman-Bucy filter, channel capacity, stochastic differential equation.

## I. Introduction

INFERENCE of time-varying states, also referred to as filtering [1], [2], [3], is critical in various applications including localization and tracking [4], [5], [6], [7], [8], [9], autonomy [10], [11], [12], [13], Internet-of-Things [14], [15], [16], [17], and beyond 5G networks [18], [19], [20], [21]. In several network applications, it is preferable to perform filtering in a distributed manner. The accuracy of distributed filtering is affected by the sensing and communication capabilities of nodes in the network. A deep understanding of such effects is important for the efficient management of wireless resources in the network [22], [23], [24], [25].

[^0]Theoretical studies [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38] and efficient algorithms [39], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51] for filtering have been studied in the literature. In particular, the boundedness of inference error over time is studied in [36], [37], [38]. The Kalman-Bucy filter [52], [53], [54] is investigated in [26] from an information-theoretical perspective. Specifically, a fundamental relationship between Shannon information and Fisher information is derived therein, and an analogy of the filter to a statistical mechanical system is established. Those results have been extended for nonlinear filtering in [27]. Distributed filtering is closely related to distributed control problems [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [74], [75], [76], [77], where control signals for stabilizing a dynamical system are generated in real time based on data received via a channel with communication constraints. In particular, the notion of anytime capacity is introduced in [60] for characterizing the channel quality in distributed control problems. This notion is then applied for investigating distributed filtering problems [78], [79], [80].

This paper analyzes distributed filtering in continuous-time scenarios. Specifically, a building-block system with two nodes is considered where each node is tasked with inferring a timevarying unknown state. At every time, each node obtains noisy sensor observations of both unknown states. Moreover, one node transmits encoded messages containing information of the unknown state that the other node aims to infer via a Gaussian feedback channel. The node on the receiving end of the channel performs filtering to infer its unknown state using both its sensor observations and its received messages. This paper aims to establish conditions under which the meansquare error (MSE) of the distributed filter is bounded over time. Key contributions of this paper can be summarized as the following; specifically, we

- derive a necessary and sufficient condition on sensing and communication capabilities under which the MSE of the distributed filter is bounded over time;
- establish an analogy between distributed filtering and statistical mechanical systems, as well as derive the evolution of energy and entropy of the system; and
- characterize the relationship between the accuracy of distributed filtering and the capabilities of sensing and communication.
The remaining sections are organized as follows. Section II describes the system model. Section III derives conditions for

TABLE I
Notation and Definitions of Important Quantities

| Notation | Definition | Notation | Definition |
| :---: | :---: | :---: | :---: |
| $\mathrm{x}_{t}^{(i)}$ | state of node $i$ at time $t$ | $A^{(i)}$ | scalar that determines the evolution of $\mathrm{x}_{t}^{(i)}$ |
| $\mathbf{v}_{t}^{(i)}$ | random vector corresponding to disturbances to the state of node $i$ | $\mathbf{z}_{t}^{(i)}$ | observation obtained by the sensor of node $i$ at time $t$ |
| $\Gamma^{(i)}$ | sensor gain matrix for observations obtained by node $i$ | $\mathbf{n}_{t}^{(i)}$ | random vector corresponding to noise in the observations obtained by node $i$ |
| $\mathrm{m}_{t}$ | message transmitted from node 2 to node 1 at time $t$ | $\mathrm{r}_{t}$ | message received by node 1 from node 2 at time $t$ |
| $\mu_{t}$ | encoding function employed for generating $\mathrm{m}_{t}$ | $\mu_{0: T}$ | encoding strategy of horizon $T$ consisting of encoding functions $\mu_{t}$ for $t \in[0, T]$ |
| $P$ | constraint on the transmit power | $\mathrm{w}_{t}$ | random variable corresponding to noise in the communication channel |
| $\kappa$ | scalar determining the power of noise in the communication channel | C | capacity of the communication channel |
| $\hat{x}_{t}^{(1)}$ | distributed filter of $\mathrm{x}_{t}^{(1)}$ computed by node 1 at time $t$ | $e_{t}\left(\mu_{0: t}\right)$ | mean-square error of $\hat{x}_{t}^{(1)}$ if encoding strategy $\mu_{0: t}$ is employed |
| $\breve{e r}_{T}$ | infimum of the MSE for the distributed filter at time $T$ over all encoding strategies | $\mu_{t}^{\mathrm{p}}$ | encoding function at time $t$ in the proposed encoding strategy |
| $\boldsymbol{A}$ | diagonal matrix with $A^{(1)}$ and $A^{(2)}$ on the diagonal | $\Gamma$ | vertical concatenation of $\Gamma^{(1)}$ and $\Gamma^{(2)}$ |
| $\mathbf{x}_{t}$ | vertical concatenation of $\mathrm{x}_{t}^{(1)}$ and $\mathrm{x}_{t}^{(2)}$ | $\mathrm{y}_{t}$ | centralized minimum-mean-square-error estimator of $\mathbf{x}_{t}$ using $\mathbf{z}_{0: t}^{(1)}$ and $\mathbf{z}_{0: t}^{(2)}$ |
| $\hat{\mathbf{x}}_{t}$ | distributed minimum-mean-square-error estimator of $\mathbf{x}_{t}$ using $\mathbf{z}_{0: t}^{(1)}$ and $r_{0: t}$ | $\mathrm{s}_{t}$ | vertical concatenation of $\mathbf{x}_{t}, \mathbf{y}_{t}$, and $\hat{\mathbf{x}}_{t}$ |
| $\tilde{\mathbf{x}}_{t}$ | conditional state defined as the difference between $\mathbf{x}_{t}$ and $\mathbf{y}_{t}$ | $\tilde{\mathbf{y}}_{t}$ | conditional estimator defined as the difference between $\mathbf{y}_{t}$ and $\hat{\mathbf{x}}_{t}$ |

the boundedness of MSE in distributed filtering. Section IV establishes an analogy of the distributed filtering problem to a statistical mechanics system. Section V provides numerical results. Section VI concludes the paper.

Notation: Random variables are displayed in sans serif, upright fonts; their realizations in serif, italic fonts. Vectors and matrices are denoted by bold lowercase and uppercase letters, respectively. For example, a random variable and its realization are denoted by x and $x$; a random vector and its realization are denoted by $\mathbf{x}$ and $\boldsymbol{x}$, respectively. The $m$-by- $n$ matrix of zeros is denoted by $\mathbf{0}_{m \times n}$; when $n=1$, the $m$ dimensional vector of zeros is simply denoted by $\mathbf{0}_{m}$. The subscript is removed if the dimension of the matrix is clear from the context. The entry on the $i$ th row and $j$ th column of a matrix $\boldsymbol{A}$ is denoted by $[\boldsymbol{A}]_{i, j}$. The transpose, trace, and the column space of $\boldsymbol{A}$ are denoted by $\boldsymbol{A}^{\mathrm{T}}, \operatorname{tr}\{\boldsymbol{A}\}$, and $\mathcal{C}(\boldsymbol{A})$, respectively. Notation $\operatorname{diag}\left\{\boldsymbol{A}_{1}, \boldsymbol{A}_{2}\right\}$ represents a block diagonal matrix with $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ being its diagonal blocks from top left to bottom right. All random quantities in this paper are defined on a common probability space $(\Omega, \mathscr{F}, \mathbb{P})$, unless otherwise mentioned, where $\Omega$ is a non-empty set, $\mathscr{F}$ is a $\sigma$-algebra over $\Omega$, and $\mathbb{P}$ is a probability measure on the measurable space $(\Omega, \mathscr{F})$. The probability of $\mathcal{A} \in \mathscr{F}$ is denoted by $\mathbb{P}\{\mathcal{A}\}$. Notation $\sigma(\cdot)$ represents the $\sigma$-algebra generated by the random quantities (e.g., a random vector or a collection of random vectors) in the parentheses. The distribution of random vector $\mathbf{x}$ is denoted by $P_{\mathbf{x}}$. The Gaussian distribution with mean vector $\boldsymbol{\mu}$ and covariance matrix $\boldsymbol{\Sigma}$ is denoted by $\mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$. The expectation and covariance matrix of a random vector $\mathbf{x}$ are denoted by $\mathbb{E}\{\mathbf{x}\}$ and $\mathbb{V}\{\mathbf{x}\}$, respectively. The cross-covariance matrix of random vectors $x$ and $\mathbf{y}$ is denoted by $\mathbb{V}\{\mathbf{x}, \mathbf{y}\}:=\mathbb{E}\left\{(\mathbf{x}-\mathbb{E}\{\mathbf{x}\})(\mathbf{y}-\mathbb{E}\{\mathbf{y}\})^{\mathrm{T}}\right\}$.

The probability density function of $\mathbf{x}$ and the conditional probability density function of $\mathbf{x}$ given $\mathbf{y}$ are denoted by $f_{\mathbf{x}}(\boldsymbol{x})$ and $f_{\mathbf{x} \mid \mathbf{y}}(\boldsymbol{x} \mid \boldsymbol{y})$, respectively. The conditional expectation of $\mathbf{x}$ given $\mathscr{F}_{1} \subseteq \mathscr{F}$ is denoted by $\mathbb{E}\left\{\mathbf{x} \mid \mathscr{F}_{1}\right\}$. If $\mathscr{F}_{1}$ is the sub- $\sigma$-algebra generated by a collection of random vectors $\left\{\mathbf{x}_{\alpha}\right\}_{\alpha \in \mathcal{A}}$, such conditional expectation is also denoted by $\mathbb{E}\left\{\mathbf{x} \mid\left\{\mathbf{x}_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right\}$. The conditional cross-covariance matrix of random vectors $\mathbf{x}$ and $\mathbf{y}$ given $\mathscr{F}_{1} \subseteq \mathscr{F}$ is denoted by $\mathbb{V}\left\{\mathbf{x}, \mathbf{y} \mid \mathscr{F}_{1}\right\}:=\mathbb{E}\left\{\left(\mathbf{x}-\mathbb{E}\left\{\mathbf{x} \mid \mathscr{F}_{1}\right\}\right)\left(\mathbf{y}-\mathbb{E}\left\{\mathbf{y} \mid \mathscr{F}_{1}\right\}\right)^{\mathrm{T}} \mid \mathscr{F}_{1}\right\}$, and $\mathbb{V}\left\{\mathbf{x} \mid \mathscr{F}_{1}\right\}$ is a short notation for $\mathbb{V}\left\{\mathbf{x}, \mathbf{x} \mid \mathscr{F}_{1}\right\}$. The relationship that sub- $\sigma$-algebras $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$ are independent conditioned on $\mathscr{F}_{3}$ is denoted by $\mathscr{F}_{1} \Perp \mathscr{F}_{2} \mid \mathscr{F}_{3}$. If $\mathscr{F}_{i}$ is the sub- $\sigma$-algebra generated by a collection of random vectors $\left\{\mathbf{x}_{\alpha}\right\}_{\alpha \in \mathcal{A}_{i}}$ for $i=1,2,3$, such conditional independence is also denoted by $\left\{\mathbf{x}_{\alpha}\right\}_{\alpha \in \mathcal{A}_{1}} \Perp\left\{\mathbf{x}_{\alpha}\right\}_{\alpha \in \mathcal{A}_{2}} \mid\left\{\mathbf{x}_{\alpha}\right\}_{\alpha \in \mathcal{A}_{3}}$. If $\mathscr{F}_{3}$ is the trivial $\sigma$-algebra $\{\varnothing, \Omega\}$, such conditional independence is denoted by $\mathscr{F}_{1} \Perp \mathscr{F}_{2}$. Given a stochastic process $\left\{\mathbf{x}_{t}\right\}_{t \geqslant 0}$, the set $\left\{\mathbf{x}_{\tau}\right\}_{\tau \in[s, t]}$ is denoted by $\mathbf{x}_{s: t}$ for any $0 \leqslant s \leqslant t$. Notation and definitions of important quantities used in the paper are summarized in Table I.

## II. System Model

Consider a system consisting of two nodes, where each node is associated with a time-varying unknown state. Each node has a sensor that generates a noisy observation of both unknown states at every time. The two nodes also communicate with each other: node 2 transmits encoded messages to node 1 via a noisy channel and receives noiseless feedback from node 1 (see Fig. 1). The aim of node 1 is to infer its unknown state using observations obtained by its own sensor as well as the messages received from node 2 .


Fig. 1. Distributed filtering in a two-node system: each node $i \in\{1,2\}$ obtains a sensor observation $\mathbf{z}_{t}^{(i)}$ of the unknown states associated with the two nodes at time $t$.

The state and observation of node $i$ at time $t \geqslant 0$ are denoted by $\mathrm{x}_{t}^{(i)}$ and $\mathbf{z}_{t}^{(i)}$, respectively, for $i=1,2$. In particular, the state process $\left\{\mathrm{x}_{t}^{(i)}\right\}_{t \geqslant 0}$ is described by the following stochastic differential equation (SDE) [81], [82], [83]

$$
\begin{equation*}
d \mathrm{x}_{t}^{(i)}=A^{(i)} \mathrm{x}_{t}^{(i)} d t+\boldsymbol{B}^{(i)} d \mathbf{v}_{t}^{(i)} \quad \forall t \in[0, \infty) \tag{1}
\end{equation*}
$$

where $A^{(i)}$ is a scalar and $\boldsymbol{B}^{(i)}$ is a row vector. Both $A^{(i)}$ and $\boldsymbol{B}^{(i)}$ are deterministic quantities known to both nodes. Process $\left\{\mathbf{v}_{t}^{(i)}\right\}_{t \geqslant 0}$ is a Brownian motion and represents disturbance to the state of node $i$. The initial states $x_{0}^{(1)}$ and $x_{0}^{(2)}$ are zero-mean Gaussian random variables. The observation process $\left\{\mathbf{z}_{t}^{(i)}\right\}_{t \geqslant 0}$ satisfies
$d \mathbf{z}_{t}^{(i)}=\boldsymbol{\Gamma}^{(i)}\left[\begin{array}{ll}\mathrm{x}_{t}^{(1)} & \left.\mathrm{x}_{t}^{(2)}\right]^{\mathrm{T}} d t+\boldsymbol{\Xi}^{(i)} d \mathbf{n}_{t}^{(i)} \quad \forall t \in[0, \infty), ~\left(\boldsymbol{n}^{(i)}\right)\end{array}\right.$
where $\boldsymbol{\Gamma}^{(i)}$ and $\boldsymbol{\Xi}^{(i)}$ are deterministic matrices known to both nodes. Process $\left\{\mathbf{n}_{t}^{(i)}\right\}_{t \geqslant 0}$ is a Brownian motion and represents noise in the sensor observations. At time 0 , observation $\mathbf{z}_{0}^{(i)}$ is given by $\mathbf{z}_{0}^{(i)}=\boldsymbol{G}^{(i)}\left[\begin{array}{ll}\mathrm{x}_{0}^{(1)} & \mathrm{x}_{0}^{(2)}\end{array}\right]^{\mathrm{T}}+\boldsymbol{\zeta}^{(i)}$ where $\boldsymbol{G}^{(i)}$ is a deterministic matrix known to both nodes, and $\boldsymbol{\zeta}^{(i)}$ is a zero-mean Gaussian random vector with invertible covariance matrix. We consider scenarios where $\boldsymbol{B}^{(i)}$ is non-zero and $\boldsymbol{\Xi}{ }^{(i)}\left(\boldsymbol{\Xi}^{(i)}\right)^{\mathrm{T}}$ is invertible.

At each time $t$, node 2 transmits an encoded message $\mathrm{m}_{t} \in \mathbb{R}$ to node 1 via a Gaussian feedback channel. The message received by node 1 at time $t$ is denoted by $r_{t}$. In particular, $\mathrm{m}_{t}$ is generated by node 2 based on its sensor observations $\mathbf{z}_{0: t}^{(2)}$ as well as node 1's sensor observations $\mathbf{z}_{0: t}^{(1)}$ and received messages $r_{0: t}$ up to time $t$. Consequently, $\mathrm{m}_{t}$ can be written as $\mathrm{m}_{t}=\mu_{t}\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{r}_{0: t}\right)$, where the real function $\mu_{t}$ is referred to as the encoding function at time $t$. A collection of encoding functions $\mu_{0: T}:=\left\{\mu_{t}\right\}_{t \in[0, T]}$ from time 0 to time $T$ is referred to as an encoding strategy of horizon $T$ if the following constraint on transmit power is satisfied

$$
\begin{equation*}
\mathbb{E}\left\{\mu_{t}\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{r}_{0: t}\right)^{2}\right\} \leqslant P \quad \forall t \in[0, T] \tag{3}
\end{equation*}
$$

where $P$ is a constant representing the power constraint. The set of encoding strategies of horizon $T$ is denoted by $\mathcal{M}_{T}$.

The process of the received messages satisfies

$$
\begin{equation*}
d \mathbf{r}_{t}=\mathrm{m}_{t} d t+\kappa d \mathrm{w}_{t} \quad \mathrm{r}_{0}=0 \tag{4}
\end{equation*}
$$

where $\left\{\mathrm{w}_{t}\right\}_{t \geqslant 0}$ is one-dimensional Brownian motion, which represents additive Gaussian noise in the channel, and $\kappa$ determines the power of noise. The capacity of this continuous-time Gaussian channel is [84, Chapter 16]

$$
\begin{equation*}
C:=P /\left(2 \kappa^{2}\right) \tag{5}
\end{equation*}
$$

Node 1 aims to infer its unknown state in real time based on its own sensor observations and the messages received from node 2. Specifically, node 1 computes an estimator of $x_{t}^{(1)}$ at time $t$ based on $\mathbf{z}_{0: t}^{(1)}$ and $r_{0: t}$. This estimator is thus $\sigma\left(\mathbf{z}_{0: t}^{(1)}, r_{0: t}\right)$-measurable. For an arbitrary encoding strategy $\mu_{0: t}$ employed by node 2 , the minimum-mean-square-error (MMSE) estimator $\hat{x}_{t}^{(1)}$ of $x_{t}^{(1)}$ at node 1 is

$$
\hat{x}_{t}^{(1)}:=\mathbb{E}\left\{x_{t}^{(1)} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\} .
$$

This estimator is referred to as the distributed filter and its $\operatorname{MSE} e_{t}\left(\mu_{0: t}\right)$ is given by

$$
e_{t}\left(\mu_{0: t}\right):=\mathbb{E}\left\{\left(x_{t}^{(1)}-\mathbb{E}\left\{x_{t}^{(1)} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\}\right)^{2}\right\}
$$

The MSE $e_{t}\left(\mu_{0: t}\right)$ is affected by the encoding strategy employed by node 2. Define $\breve{e}_{T}$ as the infimum of the MSE for the distributed filter at time $T$ over all encoding strategies that satisfy the power constraints (3), i.e.,

$$
\breve{e}_{T}:=\inf _{\mu_{0: T} \in \mathcal{M}_{T}} e_{T}\left(\mu_{0: T}\right)
$$

The next section studies conditions under which $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded.

## III. Boundedness of MSE for Distributed Filtering

The section presents a necessary and sufficient condition for $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ to be bounded. Before presenting this condition, some definitions are introduced. First, given an $n$-by- $n$ real matrix $\boldsymbol{F}$ and a real matrix $\boldsymbol{C}$ with $n$ columns, define the unobservable subspace for $(\boldsymbol{C}, \boldsymbol{F})$ as the kernel of the observability matrix $\boldsymbol{O}(\boldsymbol{C}, \boldsymbol{F}):=\left[\begin{array}{llll}\boldsymbol{C}^{\mathrm{T}} & \boldsymbol{F}^{\mathrm{T}} \boldsymbol{C}^{\mathrm{T}} \ldots\left(\boldsymbol{F}^{n-1}\right)^{\mathrm{T}} \boldsymbol{C}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}$. In other words, this unobservable subspace is given by $\{\boldsymbol{x}$ : $\boldsymbol{O}(\boldsymbol{C}, \boldsymbol{F}) \boldsymbol{x}=\mathbf{0}\}$. Second, define

$$
\begin{align*}
\boldsymbol{A} & :=\operatorname{diag}\left\{A^{(1)}, A^{(2)}\right\}  \tag{6a}\\
\boldsymbol{\Gamma} & :=\left[\begin{array}{ll}
\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}} & \left(\boldsymbol{\Gamma}^{(2)}\right)^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} \tag{6b}
\end{align*}
$$

Third, define an encoding function $\mu_{t}^{\mathrm{p}}$ at time $t$ as

$$
\begin{align*}
\mu_{t}^{\mathrm{p}}\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, r_{0: t}\right)=\alpha_{t} & \left(\mathbb{E}\left\{\mathbf{x}_{t}^{(1)} \mid \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right\}\right. \\
& \left.-\mathbb{E}\left\{x_{t}^{(1)} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\}\right) \tag{7}
\end{align*}
$$

where $\alpha_{t}>0$ is a scalar such that

$$
\mathbb{E}\left\{\mu_{t}^{\mathrm{p}}\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{r}_{0: t}\right)^{2}\right\}=P
$$

The intuition for this encoding function is that node 2 transmits to node 1 the knowledge of $x_{t}^{(1)}$ that is available to node 2 but not available to node 1 . Detailed interpretation of this encoding function can be found in [85].

The necessary and sufficient condition is presented in the next proposition.

Proposition 1: Set $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded if and only if at least one of the following two conditions holds:

1) Vector $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is orthogonal to the unobservable subspace of $\left(\boldsymbol{\Gamma}^{(1)}, \boldsymbol{A}\right)$, or $A^{(1)}<0$.
2) Vector $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is orthogonal to the unobservable subspace of $(\boldsymbol{\Gamma}, \boldsymbol{A})$ and $C>A^{(1)}$, where $C$ is the capacity of the channel given by (5).
If Condition 1 holds, then $\left\{e_{T}\left(\mu_{0: T}\right)\right\}_{T \geqslant 0}$ is bounded for arbitrary encoding strategies $\mu_{0: T}$. If Condition 2 holds, then $\left\{e_{T}\left(\mu_{0: T}^{\mathrm{p}}\right)\right\}_{T \geqslant 0}$ is bounded for the encoding strategy $\mu_{0: T}^{\mathrm{p}}$.

Proof: See Appendix A.
Proposition 1 shows that the MSE of a distributed filter is affected by the sensing and communication capabilities of the system as well as the variation rate of node 1's unknown state indicated by $A^{(1)}$. In particular, if Condition 1 of Proposition 1 holds, then node 1 can construct an estimator of $x_{t}^{(1)}$ with bounded MSE using only its own observations $\mathbf{z}_{0: t}^{(1)}$ and not the received messages. If Condition 1 does not hold, then node 1 also needs to use messages received from node 2 to ensure the boundedness of the MSE, and the channel capacity is required to be larger than the variation rate of node 1's unknown state. One method to meet this capacity requirement is to allocate more communication resources to node 2 and increase its transmit power.

Remark 1: Condition 2 is analogous to the data rate theorem for control under constraint problems, which states that a linear system can be stabilized based on messages received via a channel if the data rate or channel capacity is above a threshold determined by the system dynamics [59], [60], [61], [62], [63], [64], [70], [72], [73]. Different from existing works where the receiver does not perform sensing, node 1 in this paper combines both the received messages with its own sensing observations for computing the distributed filter. Under this scenario, a data rate theorem in terms of the channel's Shannon capacity is established in Proposition 1. Note that another information-theoretical notion for studying control under communication constraints problems and sequential rate distortion problems is the directed mutual information [86], [87], [88], [89], [90] introduced in [91].

If Condition 2 holds, then node 2 can employ the encoding strategy given by (7) and the MSE of the distributed filter is guaranteed to be bounded over time. The following corollary shows a favorable property of this encoding strategy.

Corollary 1: If there exists an encoding strategy $\mu_{0: T}$ for every $T \geqslant 0$ such that $\left\{e_{T}\left(\mu_{0: T}\right)\right\}_{T \geqslant 0}$ is bounded, then $\left\{e_{T}\left(\mu_{0: T}^{\mathrm{p}}\right)\right\}_{T \geqslant 0}$ is also bounded.

Proof: If $\left\{e_{T}\left(\mu_{0: T}\right)\right\}_{T \geqslant 0}$ is bounded, then $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is also bounded since $\breve{e}_{T} \leqslant e_{T}\left(\mu_{0: T}\right)$ by definition. Therefore, at least one of the two conditions in Proposition 1 holds, and thus $\left\{e_{T}\left(\mu_{0: T}^{\mathrm{p}}\right)\right\}_{T \geqslant 0}$ is bounded.

Corollary 1 shows that if the aim of the encoding strategy is to ensure the MSE of the distributed filter is bounded,
then the proposed encoding strategy can be employed without considering other strategies, including nonlinear ones. In particular, if the MSE of the distributed filter is unbounded when the proposed encoding strategy is employed, then such MSE would also be unbounded for any other encoding strategy.

## IV. Analogy to a Statistical Mechanical System

This section introduces a stochastic process $\left\{\mathbf{s}_{t}\right\}_{t \geqslant 0}$ associated with the distributed filtering problem and establishes an analogy of this process to a statistical mechanical system. To this end, define $\mathbf{x}_{t}, \mathbf{y}_{t}$, and $\hat{\mathbf{x}}_{t}$ as

$$
\begin{align*}
& \mathbf{x}_{t}:=\left[\begin{array}{ll}
x_{t}^{(1)} & x_{t}^{(2)}
\end{array}\right]^{\mathrm{T}}  \tag{8a}\\
& \mathbf{y}_{t}:=\mathbb{E}\left\{\mathbf{x}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right\}  \tag{8b}\\
& \hat{\mathbf{x}}_{t}:=\mathbb{E}\left\{\mathbf{x}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right\} . \tag{8c}
\end{align*}
$$

In other words, $\mathbf{x}_{t}$ represents the joint unknown state of both nodes. Random vectors $\mathbf{y}_{t}$ and $\hat{\mathbf{x}}_{t}$ are both estimators of $\mathbf{x}_{t}$. In particular, $\mathbf{y}_{t}$ is the MMSE estimator of $\mathbf{x}_{t}$ based on observations $\mathbf{z}_{0: t}^{(1)}$ and $\mathbf{z}_{0: t}^{(2)}$. In other words, $\mathbf{y}_{t}$ is the centralized MMSE estimator of $\mathbf{x}_{t}$ based on sensor observations of both nodes. On the other hand, $\hat{\mathbf{x}}_{t}$ represents the distributed MMSE estimator of $\mathbf{x}_{t}$ based on sensor observations and received messages obtained by node 1. Define $\mathbf{s}_{t}$ as

$$
\mathbf{s}_{t}:=\left[\begin{array}{lll}
\mathbf{x}_{t}^{\mathrm{T}} & \mathbf{y}_{t}^{\mathrm{T}} & \hat{\mathbf{x}}_{t}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}
$$

An analogy of $\left\{\mathbf{s}_{t}\right\}_{t \geqslant 0}$ to a statistical mechanical system is established in scenarios where the following conditions hold. First, the encoding strategy employed by node 2 belongs to a class of linear encoding strategies with the encoding function $\mu_{t}$ at time $t$ given by

$$
\begin{equation*}
\mu_{t}\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, r_{0: t}\right)=\boldsymbol{\beta}_{t}^{\mathrm{T}} \mathbf{y}_{t}+g_{t}\left(\mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right) \tag{9}
\end{equation*}
$$

where $\boldsymbol{\beta}_{t}$ is a deterministic vector and $g_{t}$ is an affine function. In particular, $\boldsymbol{\beta}_{t}$ and $g_{t}$ are design parameters for the encoding strategy. In fact, the encoding strategy in (7) belongs to this class of strategies and is obtained by setting $\boldsymbol{\beta}_{t}=\left[\begin{array}{ll}\alpha_{t} & 0\end{array}\right]^{\mathrm{T}}$ and $g_{t}\left(\mathbf{z}_{0: t}^{(1)}, r_{0: t}\right)=-\alpha_{t} \mathbb{E}\left\{x_{t}^{(1)} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\}$. Second, $A^{(i)}$ is negative for $i=1,2$. Third, $\boldsymbol{\beta}_{t}$ and $\mathbb{V}\left\{\mathbf{x}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right\}$ converge as $t$ approaches infinity. In particular, the second and third conditions ensure that $\mathbb{V}\left\{\mathbf{s}_{t}\right\}$ converges as $t$ approaches infinity. Note that $\mathbf{x}_{t}, \mathbf{z}_{0: t}^{(1)}$, and $r_{0: t}$ are jointly Gaussian if linear encoding strategies are employed, and thus instantiations of these random quantities do not affect the value of $\mathbb{V}\left\{\mathbf{x}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right\}$.

Consider a statistical mechanical system $\Pi^{s}$ associated with the process $\left\{\mathbf{s}_{t}\right\}_{t \geqslant 0}$. A microstate of the statistical mechanical system is represented by a vector $s \in \mathbb{R}^{3 n}$, where $n$ is the dimension of $\mathbf{x}_{t}$. The Hamiltonian $H^{\mathrm{s}}(s)$ of $s$ is defined as

$$
H^{\mathrm{s}}(s):=\frac{1}{2} s^{\mathrm{T}} \boldsymbol{\Sigma}_{\mathrm{s}}^{-1} \boldsymbol{s}
$$

where $\boldsymbol{\Sigma}_{\mathrm{s}}:=\lim _{t \rightarrow \infty} \mathbb{V}\left\{\mathbf{s}_{t}\right\}$. Macroscopic properties of $\Pi^{\mathrm{s}}$ at time $t$, including average energy $E_{t}^{\mathbf{s}}$, entropy $S_{t}^{\mathbf{s}}$, and free energy $F_{t}^{\mathbf{s}}$, are defined as

$$
\begin{equation*}
E_{t}^{\mathbf{s}}:=\mathbb{E}\left\{H^{\mathbf{s}}\left(\mathbf{s}_{t}\right)\right\} \tag{10a}
\end{equation*}
$$



Fig. 2. Decomposition of the statistical mechanical system $\Pi^{\mathbf{s}}$ into three subsystems associated with the conditional state $\left\{\tilde{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$, the conditional estimator $\left\{\tilde{\mathbf{y}}_{t}\right\}_{t \geqslant 0}$, and the distributed estimator $\left\{\hat{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$, respectively. Arrows in the figure indicate the energy flows among the three subsystems and a heat bath.

$$
\begin{align*}
S_{t}^{\mathbf{s}} & =-D\left(P_{\mathbf{s}_{t}} \| \lambda_{\mathrm{L}}\right)  \tag{10b}\\
F_{t}^{\mathbf{s}} & :=E_{t}^{\mathrm{s}}-S_{t}^{\mathrm{s}} \tag{10c}
\end{align*}
$$

where $D\left(P_{\mathrm{d}} \| \lambda_{\mathrm{L}}\right)$ represents the relative entropy, namely the Kullback-Leibler divergence, of the probability distribution $P_{\mathrm{d}}$ with respect to the Lebesgue measure $\lambda_{\mathrm{L}}$. The macroscopic properties defined in (10) depend on the distribution of $\mathbf{s}_{t}$, which evolves according to the Fokker-Planck equation (i.e., Kolmogorov forward equation) since $\left\{\mathbf{s}_{t}\right\}_{t \geqslant 0}$ is a diffusion Markov process. The evolution of the distribution of $\mathbf{s}_{t}$ corresponds to the interaction between $\Pi^{s}$ and a unit-temperature heat bath, which drives the process $\left\{\mathbf{s}_{t}\right\}_{t \geqslant 0}$ to its invariant distribution $\mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\mathbf{s}}\right)$. The free energy of $\Pi^{\mathbf{s}}$ can be shown to be non-increasing with time and achieve minimal value when $\left\{\mathbf{s}_{t}\right\}_{t \geqslant 0}$ converges to its invariant distribution [26], [27].

The statistical mechanical system $\Pi^{\mathrm{s}}$ is decomposed into three physically distinct subsystems. To this end, define "conditional state" $\tilde{\mathbf{x}}_{t}$ and "conditional estimator" $\tilde{\mathbf{y}}_{t}$ as

$$
\begin{align*}
& \tilde{\mathbf{x}}_{t}:=\mathbf{x}_{t}-\mathbf{y}_{t}  \tag{11a}\\
& \tilde{\mathbf{y}}_{t}:=\mathbf{y}_{t}-\hat{\mathbf{x}}_{t} . \tag{11b}
\end{align*}
$$

In particular, $-\tilde{\mathbf{x}}_{t}$ is the estimation error of the centralized MMSE estimator of $\mathbf{x}_{t}$; random vector $-\tilde{\boldsymbol{y}}_{t}$ is the additional estimation error of the distributed filter of $\mathbf{x}_{t}$ compared to the centralized MMSE estimator. The next proposition shows properties related to $\tilde{\mathbf{x}}_{t}, \tilde{\mathbf{y}}_{t}$, and $\hat{\mathbf{x}}_{t}$ that enable the decomposition of $\Pi^{\mathrm{s}}$.
Proposition 2: The following statements hold:

1) Processes $\left\{\tilde{\mathbf{x}}_{t}\right\}_{t \geqslant 0},\left\{\tilde{\mathbf{y}}_{t}\right\}_{t \geqslant 0}$, and $\left\{\hat{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$ are all Markovian.
2) (Energy is additive): $E_{t}^{\mathbf{s}}=E_{t}^{\tilde{\mathbf{x}}}+E_{t}^{\tilde{\mathbf{y}}}+E_{t}^{\hat{\mathbf{x}}}$, with $E_{t}^{\tilde{\mathbf{x}}}, E_{t}^{\tilde{\mathbf{y}}}$, and $E_{t}^{\hat{x}}$ defined as

$$
\begin{align*}
E_{t}^{\tilde{\mathbf{x}}} & :=\frac{1}{2} \mathbb{E}\left\{\tilde{\mathbf{x}}_{t}^{\mathrm{T}} \boldsymbol{\Sigma}_{\tilde{\mathbf{x}}}^{-1} \tilde{\mathbf{x}}_{t}\right\}  \tag{12a}\\
E_{t}^{\tilde{\mathbf{y}}} & :=\frac{1}{2} \mathbb{E}\left\{\tilde{\mathbf{y}}_{t}^{\mathrm{T}} \boldsymbol{\Sigma}_{\tilde{\mathbf{y}}}^{-1} \tilde{\mathbf{y}}_{t}\right\}  \tag{12b}\\
E_{t}^{\hat{\mathbf{x}}}: & =\frac{1}{2} \mathbb{E}\left\{\hat{\mathbf{x}}_{t}^{\mathrm{T}} \boldsymbol{\Sigma}_{\hat{\mathbf{x}}}^{-1} \hat{\mathbf{x}}_{t}\right\} . \tag{12c}
\end{align*}
$$

Here $\boldsymbol{\Sigma}_{\tilde{\mathbf{x}}}:=\lim _{t \rightarrow \infty} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}, \boldsymbol{\Sigma}_{\tilde{\mathbf{y}}}:=\lim _{t \rightarrow \infty} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}$, and $\Sigma_{\hat{\mathbf{x}}}:=\lim _{t \rightarrow \infty} \mathbb{V}\left\{\hat{\mathbf{x}}_{t}\right\}$.
3) (Entropy is additive): $S_{t}^{\mathbf{s}}=S_{t}^{\tilde{\mathbf{x}}}+S_{t}^{\tilde{\mathbf{y}}}+S_{t}^{\hat{\mathbf{x}}}$, with $S_{t}^{\tilde{\mathbf{x}}}, S_{t}^{\tilde{\mathbf{y}}}$, and $S_{t}^{\hat{x}}$ defined as

$$
\begin{align*}
S_{t}^{\tilde{\mathbf{x}}} & :=-D\left(P_{\tilde{\mathbf{x}}_{t}} \| \lambda_{\mathrm{L}}\right)  \tag{13a}\\
S_{t}^{\tilde{\mathbf{y}}} & :=-D\left(P_{\tilde{\mathbf{y}}_{t}} \| \lambda_{\mathrm{L}}\right)  \tag{13b}\\
S_{t}^{\hat{\mathbf{x}}} & :=-D\left(P_{\hat{\mathbf{x}}_{t}} \| \lambda_{\mathrm{L}}\right) . \tag{13c}
\end{align*}
$$

Proof: See Appendix B.
区
Proposition 2 shows that the statistical mechanical system $\Pi^{\mathrm{s}}$ can be decomposed into three subsystems $\Pi^{\tilde{\mathrm{x}}}, \Pi^{\tilde{y}}$, and $\Pi^{\hat{\mathbf{x}}}$, which are associated with the conditional state $\left\{\tilde{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$, the conditional estimator $\left\{\tilde{\boldsymbol{y}}_{t}\right\}_{t \geqslant 0}$, and the distributed estimator $\left\{\hat{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$, respectively (see Fig. 2). Quantities $E_{t}^{\tilde{\mathbf{x}}}, E_{t}^{\tilde{\mathbf{y}}}$, and $E_{t}^{\hat{\mathbf{x}}}$ given in (12) represent the average energy of $\Pi^{\tilde{x}}, \Pi^{\tilde{y}}$, and $\Pi^{\hat{x}}$, respectively, whereas $S_{t}^{\tilde{\mathrm{x}}}, S_{t}^{\tilde{\mathrm{y}}}$, and $S_{t}^{\hat{\mathrm{x}}}$ given in (13c) represent the entropy of $\Pi^{\tilde{\mathrm{x}}}, \Pi^{\tilde{\mathrm{y}}}$, and $\Pi^{\hat{\mathrm{x}}}$, respectively. The energy and entropy of the three subsystems vary with time as they interact with each other and with the heat bath. In particular, the variation rates of energy associated with the three subsystems are given by (82) in Appendix C.
Figure 2 shows the energy flows among the three subsystems and the heat bath. The rates of these energy flows depend on the evolution of the distributions of $\tilde{\mathbf{x}}_{t}, \tilde{\mathbf{y}}_{t}$, and $\hat{\mathbf{x}}_{t}$. These rates are evaluated as follows. First, consider the rate $\frac{d}{d t} E_{t}^{\mathrm{B}} \rightarrow \tilde{\mathrm{x}}$ of the energy flow from the heat bath to the conditional state. The conditional state absorbs energy from the heat bath and supplies energy to the conditional estimator. If the conditional state is disconnected with the conditional estimator at time $t$ and only interacts with the heat bath, then $\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathrm{x}}}$ would equal the variation rate $\frac{d}{d t} E_{t}^{\tilde{x}}$ of the average energy of the conditional state. Meanwhile, such disconnection corresponds to the scenario where observations become unavailable at time $t$ for the centralized MMSE estimator $\mathbf{y}_{t}$ of state $\mathbf{x}_{t}$. Since $\tilde{\mathbf{x}}_{t}=\mathbf{x}_{t}-\mathbf{y}_{t}$, if the observations become unavailable, then the distribution of the conditional state $\tilde{\mathbf{x}}_{t}$ would evolve in the same manner as $\mathbf{x}_{t}$. Consequently, $\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathrm{x}}}$ can be obtained by the following two methods. The first method is setting $\boldsymbol{\Gamma}=\mathbf{0}$ in (82a) to remove the effect of observations. The second method evaluates $\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathrm{x}}}$ as

$$
\begin{equation*}
\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathrm{x}}}=\frac{1}{2} \operatorname{tr}\left\{\left.\frac{d}{d t} \mathbb{V}\left\{\mathbf{x}_{t}\right\}\right|_{\mathbb{V}\left\{\mathbf{x}_{t}\right\}=\mathbb{V}\left\{\tilde{\mathrm{x}}_{t}\right\}} \boldsymbol{\Sigma}_{\tilde{\mathbf{x}}}^{-1}\right\} \tag{14}
\end{equation*}
$$

Both methods lead to the same result. The rate $\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}}$ of the energy flow from the conditional state to the conditional estimator is thus

$$
\begin{equation*}
\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}}=\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{x}}}-\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}}} \tag{15}
\end{equation*}
$$

The rate $\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{y}}}$ of the energy flow from the heat bath to the conditional estimator is computed as follows. If the conditional estimator is disconnected with the distributed estimator at time $t$, then the sum of $\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{y}}}$ and $\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}}$ would equal the variation rate $\frac{d}{d t} E_{t}^{\mathrm{y}}$ of the average energy of the conditional estimator. Meanwhile, such disconnection corresponds to the scenario where observations and received messages become unavailable to the distributed estimator at time $t$, and thus the distribution of the conditional estimator $\tilde{\mathbf{y}}_{t}$ would evolve in the same manner as $\mathbf{y}_{t}$. As a result,

$$
\begin{equation*}
\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{y}}}=\frac{1}{2} \operatorname{tr}\left\{\left.\frac{d}{d t} \mathbb{V}\left\{\mathbf{y}_{t}\right\}\right|_{\mathbb{V}\left\{\mathbf{y}_{t}\right\}=\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}} \boldsymbol{\Sigma}_{\tilde{\mathbf{y}}}^{-1}\right\}-\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}} . \tag{16}
\end{equation*}
$$

The rates of energy flows from the conditional estimator to the distributed estimator $\frac{d}{d t} E_{t}^{\tilde{\mathbf{y}} \rightarrow \hat{\mathbf{x}}}$ and from the distributed estimator to the heat bath $\frac{d}{d t} E_{t}^{\hat{\mathrm{x}}} \rightarrow \mathrm{B}$ are given by

$$
\begin{align*}
\frac{d}{d t} E_{t}^{\tilde{\mathbf{y}} \rightarrow \hat{\mathbf{x}}} & =\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{y}}}+\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}}-\frac{d}{d t} E_{t}^{\tilde{\mathbf{y}}}  \tag{17}\\
\frac{d}{d t} E_{t}^{\hat{\mathbf{x}} \rightarrow \mathrm{B}} & =\frac{d}{d t} E_{t}^{\tilde{\mathbf{y}} \rightarrow \hat{\mathbf{x}}}-\frac{d}{d t} E_{t}^{\hat{\mathbf{x}}} \tag{18}
\end{align*}
$$

Derivation of the energy flow rates in (14)-(18) is presented in Appendix C. As time $t$ approaches infinity, the distributions of $\tilde{\mathbf{x}}_{t}, \tilde{\mathbf{y}}_{t}$, and $\hat{\mathbf{x}}_{t}$ converge to $\mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\tilde{\mathbf{x}}}\right), \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\tilde{\mathbf{y}}}\right)$, and $\mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\hat{\mathbf{x}}}\right)$, respectively. Moreover, the average energy of $\Pi^{\hat{x}}, \Pi^{\mathfrak{y}}$, and $\Pi^{\hat{x}}$ also converge to their stationary values, respectively. This can be seen from the following equations

$$
\begin{aligned}
\lim _{t \rightarrow \infty}\left(\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{x}}}-\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}}\right) & =0 \\
\lim _{t \rightarrow \infty}\left(\frac{d}{d t} E_{t}^{\tilde{\mathbf{x}} \rightarrow \tilde{\mathbf{y}}}+\frac{d}{d t} E_{t}^{\mathrm{B} \rightarrow \tilde{\mathbf{y}}}-\frac{d}{d t} E_{t}^{\tilde{\mathbf{y}} \rightarrow \hat{\mathbf{x}}}\right) & =0 \\
\lim _{t \rightarrow \infty}\left(\frac{d}{d t} E_{t}^{\tilde{\mathbf{y}} \rightarrow \hat{\mathbf{x}}}-\frac{d}{d t} E_{t}^{\hat{\mathbf{x}} \rightarrow \mathrm{B}}\right) & =0
\end{aligned}
$$

The linear assumption (9) on encoding functions simplifies the analogy of the distributed filtering problem to the statistical mechanical system. In particular, each subsystem of the statistical mechanical system is associated at time $t$ with a random vector related to the conditional expectation of $\mathbf{x}_{t}$. This is possible because processes $\left\{\mathbf{x}_{t}\right\}_{t \geqslant 0},\left\{\mathbf{z}_{t}^{(1)}\right\}_{t \geqslant 0},\left\{\mathbf{z}_{t}^{(2)}\right\}_{t \geqslant 0}$, and $\left\{r_{t}\right\}_{t \geqslant 0}$ are jointly Gaussian. Consequently, the conditional expectations become sufficient statistics for $\mathbf{x}_{t}$. For example, $\hat{\mathbf{x}}_{t}$ defined in (8c) is a sufficient statistic of $\mathbf{z}_{0: t}^{(1)}$ and $r_{0: t}$ for $\mathbf{x}_{t}$. As a result, $\hat{\mathbf{x}}_{t}$ retains all the information about $\mathbf{x}_{t}$ contained in $\mathbf{z}_{0: t}^{(1)}$ and $r_{0: t}$. However, this would not hold if nonlinear encoding functions are employed and thus $\left\{\mathbf{x}_{t}\right\}_{t \geqslant 0},\left\{\mathbf{z}_{t}^{(1)}\right\}_{t \geqslant 0}$, and $\left\{r_{t}\right\}_{t \geqslant 0}$ are longer jointly Gaussian. As a result, the conditional expectation $\hat{\mathbf{x}}_{t}$ alone cannot be used for establishing the analogy as it does not capture all the information of $\mathbf{x}_{t}$. Instead, the conditional probability distribution of $\mathbf{x}_{t}$ given $\left\{\mathbf{z}_{t}^{(1)}\right\}_{t \geqslant 0}$ and $\left\{\mathrm{r}_{t}\right\}_{t \geqslant 0}$ is needed in this case. Note that $\hat{\mathbf{x}}_{t}$ is only the first


Fig. 3. MSE of the (d) distributed filter under different channel capacities when node 2 employs the proposed encoding strategy, and (c) the centralized MMSE estimator.
moment corresponding to such a conditional probability distribution and thus contains less information than this distribution. In fact, establishing analogies of nonlinear filtering problems to statistical mechanical systems is more complicated than that of linear filtering problems. For example, [27] derives an analogy of a centralized nonlinear filtering problem to a statistical mechanical system consisting of multiple subsystems. There, each statistical mechanical subsystem is associated with a random probability measure, which is an element in the space of probability measures. By contrast, in the distributed filtering problem in this paper with linear encoding functions, each subsystem is associated with a random vector, which is an element in a Euclidean space.

## V. Numerical Results

This section presents a numerical example where the dimension of $\mathbf{v}_{t}^{(i)}$ is one, and thus $\boldsymbol{B}^{(i)}$ becomes a scalar for $i \in\{1,2\}$. Deterministic quantities in (1) and (2) are set to

$$
\begin{array}{ll}
A^{(1)}=0.05 & \boldsymbol{B}^{(1)}=2 \\
A^{(2)}=-0.05 & \boldsymbol{B}^{(2)}=1 \\
\boldsymbol{\Gamma}^{(1)}=\left[\begin{array}{ll}
0 & 1
\end{array}\right] & \boldsymbol{\Xi}^{(1)}=2 \\
\boldsymbol{\Gamma}^{(2)}=\left[\begin{array}{ll}
1 & -1
\end{array}\right] & \boldsymbol{\Xi}^{(2)}=1
\end{array}
$$

At time $0, \mathbb{V}\left\{\mathrm{x}_{0}^{(1)}\right\}=\mathbb{V}\left\{\mathrm{x}_{0}^{(2)}\right\}=1.2, \boldsymbol{G}^{(i)}$ is set to $\boldsymbol{G}^{(i)}=$ $0.1 \boldsymbol{\Gamma}^{(i)}$, and $\mathbb{V}\left\{\boldsymbol{\zeta}^{(i)}\right\}=\boldsymbol{\Xi}^{(i)}$ for $i=1,2$. It can be seen that $(\boldsymbol{\Gamma}, \boldsymbol{A})$ is observable, where we recall that $\boldsymbol{\Gamma}$ and $\boldsymbol{A}$ are defined in (6). However, $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is not orthogonal to the unobservable subspace of $\left(\boldsymbol{\Gamma}^{(1)}, \boldsymbol{A}\right)$, which is $\mathcal{C}\left(\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}\right)$. As a result, Condition 1 of Proposition 1 does not hold. According to this proposition, when the proposed encoding strategy is employed, the MSE of the distributed filter is bounded if and only if Condition 2 holds, which translates to $C>A^{(1)}$. This section shows the accuracy of the distributed filter when $C$ is chosen from the set $\left\{0.99 A^{(1)}, A^{(1)}, 1.02 A^{(1)}, 20 A^{(1)}\right\}$ nats/s. Note that $A^{(1)}$ is the threshold of the channel capacity that determines whether the MSE of the distributed filter is bounded or not, whereas $0.99 A^{(1)}$ and $1.02 A^{(1)}$ are values close to this threshold.

Figure 3 shows the MSE of the distributed filter as a function of time $t$ for different channel capacities when the proposed encoding strategy is employed. The MSE of the centralized MMSE estimator represented by curve (c) is also shown for comparison. Such an MSE converges after some time. The convergence of the MSE for the distributed filter depends on the channel capacity. Specifically, such MSE increases with time when $C=0.99 A^{(1)}$ or $C=A^{(1)}$. By contrast, the MSE of the distributed filter converges when $C=1.02 A^{(1)}$ or $C=20 A^{(1)}$, and the MSE is significantly smaller in the latter case when $t$ is large. This example shows that higher channel capacity improves the performance of distributed filtering, which supports Proposition 1.

## VI. Conclusion

This paper analyzed continuous-time distributed filtering with sensing and communication constraints. In particular, a building-block system with two nodes has been considered, where each node is tasked to infer a time-varying unknown state. In particular, node 2 transmits encoded messages containing information of the unknown state that node 1 attempts to infer via a Gaussian feedback channel. The paper derived a necessary and sufficient condition on the sensing and communication capabilities of the nodes under which the MSE of the distributed filter is bounded over time. Specifically, the condition indicates that if node 1 needs to rely on the received messages to achieve bounded MSE, then the capacity of the channel from node 2 to node 1 must be larger than a threshold determined by the dynamic model of node 1's unknown state. Moreover, the paper established an analogy between the distributed filtering problem and a statistical mechanical system. The paper shows the effects of sensing and communication capabilities on the accuracy of distributed filtering and provides insights for efficient allocation of sensing and communication resources in networked systems.

## Appendix A

Proof of Proposition 1
This section first introduces a lemma and a few definitions used for proving Proposition 1. Then, Proposition 1 is proved.

## A. Lemma and Definitions Used for Proving Proposition 1

A lemma used in the proof is presented as follows. Consider Gaussian processes $\left\{\boldsymbol{\theta}_{t}\right\}_{t \geqslant 0}$ and $\left\{\boldsymbol{\xi}_{t}\right\}_{t \geqslant 0}$ described by the following SDE

$$
\begin{aligned}
d \boldsymbol{\theta}_{t} & =\boldsymbol{A} \boldsymbol{\theta}_{t} d t+\boldsymbol{B} d \mathbf{v}_{t} \\
d \boldsymbol{\xi}_{t} & =\boldsymbol{G} \boldsymbol{\theta}_{t} d t+\boldsymbol{L} d \boldsymbol{\omega}_{t}
\end{aligned}
$$

where $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{G}$, and $\boldsymbol{L}$ are deterministic matrices such that both $\boldsymbol{B} \boldsymbol{B}^{\mathrm{T}}$ and $\boldsymbol{L} \boldsymbol{L}^{\mathrm{T}}$ are invertible; $\boldsymbol{\theta}_{0}$ and $\boldsymbol{\xi}_{0}$ are jointly Gaussian; $\left\{\boldsymbol{v}_{t}\right\}_{t \geqslant 0}$ and $\left\{\boldsymbol{\omega}_{t}\right\}_{t \geqslant 0}$ are Brownian motions such that $\boldsymbol{\theta}_{0}, \boldsymbol{\xi}_{0},\left\{\boldsymbol{v}_{t}\right\}_{t \geqslant 0}$, and $\left\{\boldsymbol{\omega}_{t}\right\}_{t \geqslant 0}$ are independent. The following lemma shows the relationship between the boundedness of the inference error for $\left\{\boldsymbol{\theta}_{t}\right\}_{t \geqslant 0}$ and unobservable subspaces.

Lemma 1: For any vector $\boldsymbol{h}$ orthogonal to the unobservable space of $(\boldsymbol{G}, \boldsymbol{A})$, the set $\left\{\boldsymbol{h}^{\mathrm{T}} \mathbb{V}\left\{\boldsymbol{\theta}_{t} \mid \boldsymbol{\xi}_{0: t}\right\} \boldsymbol{h}\right\}_{t \geqslant 0}$ is bounded.

Proof: See [92, Appendix A.3.1].
Next, some definitions are introduced. Recall the concatenated state $\mathbf{x}_{t}$ and its estimator $\mathbf{y}_{t}$ defined in (8a) and (8b), respectively. Define the error covariance matrix of $\mathbf{y}_{t}$ as

$$
\begin{equation*}
\boldsymbol{E}_{t}^{\mathrm{c}}:=\mathbb{V}\left\{\mathbf{x}_{t}-\mathbf{y}_{t}\right\} \tag{19}
\end{equation*}
$$

Using Kalman-Bucy filtering results [84], $\left\{\mathbf{y}_{t}\right\}_{t \geqslant 0}$ can be shown to satisfy

$$
\begin{align*}
d \mathbf{y}_{t}= & \left(\boldsymbol{A}-\boldsymbol{E}_{t}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma}\right) \mathbf{y}_{t} d t \\
& +\boldsymbol{E}_{t}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} d \mathbf{z}_{t} \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
& \boldsymbol{\Xi}:=\operatorname{diag}\left\{\boldsymbol{\Xi}^{(1)}, \boldsymbol{\Xi}^{(2)}\right\}  \tag{21a}\\
& \mathbf{z}_{t}:=\left[\begin{array}{ll}
\left(\mathbf{z}_{t}^{(1)}\right)^{\mathrm{T}} & \left(\mathbf{z}_{t}^{(2)}\right)^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} \tag{21b}
\end{align*}
$$

Process $\left\{\mathbf{y}_{t}\right\}_{t \geqslant 0}$ can be represented in terms of an innovation process. To this end, define processes $\left\{\tilde{\boldsymbol{\eta}}_{t}^{(i)}\right\}_{t \geqslant 0}$ and $\left\{\boldsymbol{\eta}_{t}^{(i)}\right\}_{t \geqslant 0}$ for $i=1,2$ as

$$
\begin{array}{rlr}
d \tilde{\boldsymbol{\eta}}_{t}^{(i)}=d \mathbf{z}_{t}^{(i)}-\boldsymbol{\Gamma}^{(i)} \mathbf{y}_{t} d t & \tilde{\boldsymbol{\eta}}_{0}^{(i)}=\mathbf{z}_{0}^{(i)} \\
d \boldsymbol{\eta}_{t}^{(i)}=\left(\boldsymbol{\Xi}^{(i)}\left(\boldsymbol{\Xi}^{(i)}\right)^{\mathrm{T}}\right)^{-1 / 2} d \tilde{\boldsymbol{\eta}}_{t}^{(i)} & \boldsymbol{\eta}_{0}^{(i)}=\mathbf{z}_{0}^{(i)}
\end{array}
$$

Moreover, define

$$
\boldsymbol{\eta}_{t}:=\left[\begin{array}{ll}
\left(\boldsymbol{\eta}_{t}^{(1)}\right)^{\mathrm{T}} & \left(\boldsymbol{\eta}_{t}^{(2)}\right)^{\mathrm{T}} \tag{23}
\end{array}\right]^{\mathrm{T}} \quad \text { for } t \geqslant 0
$$

The process $\left\{\boldsymbol{\eta}_{t}\right\}_{t \geqslant 0}$ is referred to as a scaled innovation process in this paper. Processes $\left\{\boldsymbol{\eta}_{t}-\boldsymbol{\eta}_{0}\right\}_{t \geqslant 0}$ is a Brownian motion [93, Ch. 4.4], and $\sigma\left(\boldsymbol{\eta}_{0: t}\right)=\sigma\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right)$ [83, Ch. 7.5]. Combining (20)-(23) gives

$$
\begin{equation*}
d \mathbf{y}_{t}=\boldsymbol{A} \mathbf{y}_{t} d t+\boldsymbol{E}_{t}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1 / 2} d \boldsymbol{\eta}_{t} \tag{24}
\end{equation*}
$$

Note that $\hat{\mathbf{x}}_{t}$ defined in (8c) is the MMSE estimator of $\mathbf{y}_{t}$ based on $\mathbf{z}_{0 ; t}^{(1)}$ and $r_{0: t}$. In particular, it can be verified that $\mathbf{x}_{t}-\mathbf{y}_{t} \Perp \mathbf{z}_{0: t}^{(1)}, r_{0: t}$. Consequently,

$$
\hat{\mathbf{x}}_{t}=\mathbb{E}\left\{\mathbf{y}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right\}
$$

which shows that $\hat{\mathbf{x}}_{t}$ is the MMSE estimator of $\mathbf{y}_{t}$ based on $\mathbf{z}_{0: t}^{(1)}$ and $\mathrm{r}_{0: t}$. Define $\boldsymbol{Q}_{t}$ as the error covariance matrix of $\hat{\mathbf{x}}_{t}$ as an estimator of $\mathbf{y}_{t}$, i.e.,

$$
\begin{equation*}
\boldsymbol{Q}_{t}:=\mathbb{V}\left\{\mathbf{y}_{t}-\hat{\mathbf{x}}_{t}\right\} \tag{25}
\end{equation*}
$$

Matrix $\boldsymbol{Q}_{t}$ is affected by the encoding strategy employed by node 2. In particular, if the encoding strategy $\mu_{0: T}^{\mathrm{P}}$ is employed with $\mu_{t}^{\mathrm{p}}$ given by (7), then $\boldsymbol{Q}_{t}$ can be shown to satisfy the following ordinary differential equation

$$
\begin{align*}
\frac{d \boldsymbol{Q}_{t}}{d t}= & \boldsymbol{A} \boldsymbol{Q}_{t}+\boldsymbol{Q}_{t} \boldsymbol{A}^{\mathrm{T}}+\boldsymbol{E}_{t}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \boldsymbol{E}_{t}^{\mathrm{c}} \\
& -\frac{P}{\kappa^{2}} \frac{1}{\left[\boldsymbol{Q}_{t}\right]_{1,1}} \boldsymbol{Q}_{t} \operatorname{diag}\{1,0\} \boldsymbol{Q}_{t} \\
& -\left(\boldsymbol{E}_{t}^{\mathrm{c}}+\boldsymbol{Q}_{t}\right)\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}}\left(\boldsymbol{\Xi}^{(1)}\left(\boldsymbol{\Xi}^{(1)}\right)^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma}^{(1)} \\
& \times\left(\boldsymbol{E}_{t}^{\mathrm{c}}+\boldsymbol{Q}_{t}\right) \tag{26}
\end{align*}
$$

for all $t \in[0, T]$.
Define $\mathrm{y}_{t}^{(1)}$ as

$$
\begin{equation*}
\mathrm{y}_{t}^{(1)}:=\mathbb{E}\left\{\mathrm{x}_{t}^{(1)} \mid \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right\} \quad \text { for } t \in[0, T] \tag{27}
\end{equation*}
$$

Note that $\hat{x}_{t}^{(1)}$ and $\mathrm{y}_{t}^{(1)}$ are first entries of $\hat{\mathbf{x}}_{t}$ and $\mathbf{y}_{t}$, respectively. Moreover, define $\varepsilon_{t}\left(\mu_{0: t}\right)$ as

$$
\begin{equation*}
\varepsilon_{t}\left(\mu_{0: t}\right):=\mathbb{V}\left\{y_{t}^{(1)}-\hat{x}_{t}^{(1)}\right\} . \tag{28}
\end{equation*}
$$

The quantity $\varepsilon_{t}\left(\mu_{0: t}\right)$ is related to $e_{t}\left(\mu_{0: t}\right)$ as follows

$$
\begin{equation*}
e_{t}\left(\mu_{0: t}\right)=\left[\boldsymbol{E}_{t}^{\mathrm{c}}\right]_{1,1}+\varepsilon_{t}\left(\mu_{0: t}\right) \tag{29}
\end{equation*}
$$

## B. Detailed Proof of Proposition 1

Proof (Sufficiency): Note that $\breve{e}_{T} \leqslant e_{T}\left(\mu_{0: T}\right) \leqslant$ $\mathbb{V}\left\{\mathrm{x}_{T}^{(1)} \mid \mathbf{z}_{0: T}^{(1)}\right\} \leqslant \mathbb{V}\left\{\mathrm{x}_{T}^{(1)}\right\}$ for an arbitrary encoding strategy $\mu_{0: T}$. If $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is orthogonal to the unobservable subspace of $\left(\boldsymbol{\Gamma}^{(1)}, \boldsymbol{A}\right)$, then Lemma 1 shows that $\left\{\mathbb{V}\left\{x_{T}^{(1)} \mid \mathbf{z}_{0: T}^{(1)}\right\}\right\}_{T \geqslant 0}$ is bounded. If $A^{(1)}<0$, then $\left\{\mathbb{V}\left\{x_{T}^{(1)}\right\}\right\}_{T \geqslant 0}$ is bounded. Therefore, Condition 1 in Proposition 1 ensures that $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded. Moreover, for arbitrary encoding strategies $\mu_{0: T}$, it can be shown that $\left\{e_{T}\left(\mu_{0: T}\right)\right\}_{T \geqslant 0}$ is also bounded.

Next, assume that Condition 2 holds instead. Consider an encoding strategy $\check{\mu}_{0: T}$ with encoding function $\check{\mu}_{t}$ at time $t$ defined as

$$
\check{\mu}_{t}\left(\mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{r}_{0: t}\right):=\check{\alpha}_{t}\left(\mathrm{y}_{t}^{(1)}-\mathbb{E}\left\{\mathrm{y}_{t}^{(1)} \mid \mathrm{r}_{0: t}\right\}\right)
$$

where $\check{\alpha}_{t}$ is a scalar such that

$$
\begin{equation*}
\mathbb{V}\left\{\check{\alpha}_{t}\left(\mathrm{y}_{t}^{(1)}-\mathbb{E}\left\{\mathrm{y}_{t}^{(1)} \mid \mathrm{r}_{0: t}\right\}\right)\right\}=P \tag{30}
\end{equation*}
$$

Note that $\check{\mu}_{0: T}$ is a linear encoding strategy, i.e., $\check{\mu}_{t}$ is a linear function for all $t \in[0, T]$. Let $\varepsilon_{T}\left(\check{\mu}_{0: T}\right)$ represent the MMSE for inferring $\mathrm{y}_{T}^{(1)}$ based on $\mathbf{z}_{0: T}^{(1)}$ and $r_{0: T}$ if strategy $\check{\mu}_{0: T}$ is employed. In addition, let $\check{\varepsilon}_{T}\left(\breve{\mu}_{0: T}\right)$ represent the MMSE for inferring $\mathrm{y}_{T}^{(1)}$ based only on $\mathrm{r}_{0: T}$ if $\check{\mu}_{0: T}$ is employed. Then $\varepsilon_{T}\left(\check{\mu}_{0: T}\right) \leqslant \check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)$. Viewing $\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)$ as a function of $T$, we can show that this function solves the following initial value problem

$$
\begin{align*}
\frac{d}{d T} \check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)= & \left(2 A^{(1)}-\frac{P}{\kappa^{2}}\right) \check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right) \\
& +\left[\begin{array}{ll}
1 & 0
\end{array}\right] \boldsymbol{E}_{T}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \boldsymbol{E}_{T}^{\mathrm{c}}\left[\begin{array}{l}
1 \\
0
\end{array}\right]  \tag{31a}\\
\check{\varepsilon}_{0}\left(\check{\mu}_{0}\right)= & \mathbb{V}\left\{\mathrm{y}_{0}^{(1)} \mid \mathbf{z}_{0}^{(1)}\right\} \tag{31b}
\end{align*}
$$

where $\boldsymbol{E}_{t}^{\mathrm{c}}, \boldsymbol{\Gamma}$, and $\boldsymbol{\Xi}$ are defined in (19), (6b), and (21a), respectively. To derive (31), we observe that $y_{t}^{(1)}$ defined in (27) is the first component of $\mathbf{y}_{t}$ defined in (8b). Combining this with (24) gives

$$
d \mathbf{y}_{t}^{(1)}=A^{(1)} \mathbf{y}_{t}^{(1)} d t+\left[\begin{array}{ll}
1 & 0 \tag{32}
\end{array}\right] \boldsymbol{E}_{t}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1 / 2} d \boldsymbol{\eta}_{t}
$$

where $\boldsymbol{\eta}_{t}$ is defined in (23). If the encoding strategy $\check{\mu}_{0: T}$ is employed, then the received messages $r_{0: T}$ satisfy

$$
\begin{equation*}
d \mathrm{r}_{t}=\check{\alpha}_{t}\left(\mathrm{y}_{t}^{(1)}-\mathbb{E}\left\{\mathrm{y}_{t}^{(1)} \mid \mathrm{r}_{0: t}\right\}\right) d t+\kappa d \mathrm{w}_{t} \tag{33}
\end{equation*}
$$

The relationship (31) is then obtained by combining (30), (32), and (33). If Condition 2 of Proposition 1 holds, then the
solution $\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)$ to (31) is unique, and $\left\{\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)\right\}_{T \geqslant 0}$ is bounded. Moreover, according to Lemma 1, $\left\{\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}\right\}_{T \geqslant 0}$ is bounded. Note that

$$
\begin{align*}
\breve{e}_{T} \leqslant e_{T}\left(\check{\mu}_{0: T}\right) & =\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}+\varepsilon_{T}\left(\check{\mu}_{0: T}\right) \\
& \leqslant\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}+\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right) \tag{34}
\end{align*}
$$

where (29) is used for obtaining the equality in (34). Since both $\left\{\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}\right\}_{T \geqslant 0}$ and $\left\{\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)\right\}_{T \geqslant 0}$ are bounded, $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is also bounded.

Next, it is proved that $\left\{e_{T}\left(\mu_{0: T}^{\mathrm{p}}\right)\right\}_{T \geqslant 0}$ is bounded if Condition 2 of Proposition 1 holds. If the encoding strategy $\mu_{0: T}^{\mathrm{p}}$ is employed, then $\boldsymbol{Q}_{T}$ satisfies (26). Omitting the term after the second minus sign in (26), which is a positive semidefinite (PSD) matrix, we obtain

$$
\begin{align*}
\frac{d \boldsymbol{Q}_{t}}{d t} \preccurlyeq & \boldsymbol{A} \boldsymbol{Q}_{t}+\boldsymbol{Q}_{t} \boldsymbol{A}^{\mathrm{T}}+\boldsymbol{E}_{t}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \boldsymbol{E}_{t}^{\mathrm{c}} \\
& -\frac{P}{\kappa^{2}} \frac{1}{\left[\boldsymbol{Q}_{t}\right]_{1,1}} \boldsymbol{Q}_{t} \operatorname{diag}\{1,0\} \boldsymbol{Q}_{t} \tag{35}
\end{align*}
$$

Here, $\boldsymbol{X} \preccurlyeq \boldsymbol{Y}$ represents that $\boldsymbol{Y}-\boldsymbol{X}$ is PSD for symmetric matrices $\boldsymbol{X}$ and $\boldsymbol{Y}$. Definitions (8) and (27) show that $y_{t}^{(1)}=$ $\left[\begin{array}{ll}1 & 0\end{array}\right] \mathbf{y}_{t}$ and $\hat{x}_{t}^{(1)}=\left[\begin{array}{ll}1 & 0\end{array}\right] \hat{\mathbf{x}}_{t}$. Combining these with (25) and (28) give $\varepsilon_{T}\left(\mu_{0: T}^{\mathrm{p}}\right)=\left[\begin{array}{ll}1 & 0\end{array}\right] \boldsymbol{Q}_{T}\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$. Therefore, left and right multiplying (35) by $\left[\begin{array}{ll}1 & 0\end{array}\right]$ and $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$, respectively, and combining the result with $\varepsilon_{0}\left(\mu_{0}^{\mathrm{p}}\right)$, we obtain

$$
\begin{align*}
\frac{d}{d T} \varepsilon_{T}\left(\mu_{0: T}^{\mathrm{p}}\right) \leqslant & \left(2 A^{(1)}-\frac{P}{\kappa^{2}}\right) \varepsilon_{T}\left(\mu_{0: T}^{\mathrm{p}}\right) \\
& +\left[\begin{array}{ll}
1 & 0
\end{array}\right] \boldsymbol{E}_{T}^{\mathrm{c}} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \boldsymbol{E}_{T}^{\mathrm{c}}\left[\begin{array}{l}
1 \\
0
\end{array}\right]  \tag{36a}\\
\varepsilon_{0}\left(\mu_{0}^{\mathrm{p}}\right)= & \mathbb{V}\left\{\mathrm{y}_{0}^{(1)} \mid \mathbf{z}_{0}^{(1)}\right\} . \tag{36b}
\end{align*}
$$

Comparing (31) with (36) and applying of [94, Ch. 3, Th. 4.1] gives $\varepsilon_{T}\left(\mu_{0: T}^{\mathrm{p}}\right) \leqslant \varepsilon_{T}\left(\check{\mu}_{0: T}\right)$. Combining this with (29) gives

$$
e_{T}\left(\mu_{0: T}^{\mathrm{p}}\right) \leqslant\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}+\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)
$$

Since both $\left\{\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}\right\}_{T \geqslant 0}$ and $\left\{\check{\varepsilon}_{T}\left(\check{\mu}_{0: T}\right)\right\}_{T \geqslant 0}$ are bounded, $\left\{e_{T}\left(\mu_{0: T}^{\mathrm{p}}\right)\right\}_{T \geqslant 0}$ is also bounded.

Necessity: Assume that $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded and Condition 1 of Proposition 1 does not hold. It will be shown that Condition 2 must hold. To see that $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is orthogonal to the unobservable subspace of $(\boldsymbol{\Gamma}, \boldsymbol{A})$, note that $\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1} \leqslant \breve{e}_{T}$ since the MSE of $x_{T}^{(1)}$ achieved by the centralized MMSE estimator is no larger than that achieved by the distributed filter regardless of the employed encoding strategies. Since $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded, $\left\{\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}\right\}_{T \geqslant 0}$ is also bounded. If $A^{(1)}>0$, vector $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ must be orthogonal to the unobservable subspace of $(\boldsymbol{\Gamma}, \boldsymbol{A})$ to ensure the boundedness of $\left\{\left[\boldsymbol{E}_{T}^{\mathrm{c}}\right]_{1,1}\right\}_{T \geqslant 0}$.

It is next shown that $C>A^{(1)}$. If Condition 1 of Proposition 1 does not hold, then there exists a vector $\boldsymbol{u} \neq \mathbf{0}$ that satisfies the following equalities

$$
\begin{align*}
\boldsymbol{\Gamma}^{(1)} \exp \{\boldsymbol{A} t\} \boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{u} & =\mathbf{0} & \forall t \geqslant 0  \tag{37a}\\
\boldsymbol{A}^{\mathrm{T}} \boldsymbol{u} & =A^{(1)} \boldsymbol{u} & \tag{37b}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{B}:=\operatorname{diag}\left\{\boldsymbol{B}^{(1)}, \boldsymbol{B}^{(2)}\right\} \tag{38}
\end{equation*}
$$

In fact, if $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$ is not orthogonal to the unobservable subspace of $\left(\boldsymbol{\Gamma}^{(1)}, \boldsymbol{A}\right)$, then either (i) $\mathcal{C}\left(\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}}\right) \subseteq \mathcal{C}\left(\left[\begin{array}{ll}0 & 1\end{array}\right]^{\mathrm{T}}\right)$, or (ii) $\mathcal{C}\left(\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}}\right)=\mathcal{C}\left(\left[\begin{array}{ll}1 & a\end{array}\right]^{\mathrm{T}}\right)$ for some $a \neq 0$, and $\boldsymbol{A}=A^{(1)} \boldsymbol{I}$. For situation (i), let $\boldsymbol{u}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{\mathrm{T}}$; for situation (ii), choose $\boldsymbol{u}$ satisfying $\left[\begin{array}{ll}1 & a\end{array}\right] \boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{u}=0$. Define $e\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} ; \mu_{0: T}\right)$ as the MMSE for inferring $\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}$ based on $\mathbf{z}_{0: T}^{(1)}$ and $\mathrm{r}_{0: T}$ if encoding strategy $\mu_{0: T}$ is employed. Moreover, define

$$
\begin{equation*}
\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right):=\inf _{\mu_{0: T} \in \mathcal{M}_{T}} e\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} ; \mu_{0: T}\right) \tag{39}
\end{equation*}
$$

where $\mathcal{M}_{T}$ represents the set of encoding strategies of horizon $T$. If $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded, then $\left\{\breve{e}\left(\boldsymbol{u}^{T} \mathbf{x}_{T}\right)\right\}_{T \geqslant 0}$ can be shown to be also bounded. It will be shown in the following that $C>A^{(1)}$ must hold to ensure $\left\{\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right)\right\}_{T \geqslant 0}$ is bounded.

Note that node 1 computes the distributed filter by combining the received messages with its own sensor observations. This makes proving the necessity of Condition 2 challenging, as reasoning in existing literature where the receiver node does not obtain sensor observations cannot be applied directly. To address this challenge, consider the situation where node 2 can exploit observations obtained by node 1 in future time for generating transmitted messages. In particular, for a given horizon $T$, suppose node 2 can exploit the observations $\mathbf{z}_{0: T}^{(1)}$ for generating transmitted message at any $t \in[0, T]$. Therefore, the signal transmitted by node 2 at time $t$ can be written as $\mu_{t, T}\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}, r_{0: t}\right)$, where measurable function $\mu_{t, T}$ is referred to as a generalized encoding function. A collection of generalized encoding functions $\left\{\mu_{t, T}\right\}_{t \in[0, T]}$ is referred to as a generalized encoding strategy of horizon $T$ if the power constraint (3) is satisfied with $\mu_{t}$ replaced by $\mu_{t, T}$. Define $\mu_{0: t, T}:=\left\{\mu_{\tau, T}\right\}_{\tau \in[0, t]}$ for $t \in[0, T]$. If a generalized encoding strategy $\mu_{0: T, T}$ is employed, then the received message $\mathbf{r}_{t}$ is $\sigma\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathbf{w}_{0: t}\right)$-measurable. Define $e\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} ; \mu_{0: t, T}\right)$ as the MMSE for inferring $\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t}$ based on $\mathbf{z}_{0: T}^{(1)}$ and $\mathrm{r}_{0: t}$ if generalized encoding strategy $\mu_{0: T, T}$ is employed by node 2 . Moreover, define $\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} ; T\right)$ as

$$
\begin{equation*}
\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} ; T\right):=\inf _{\mu_{0: T, T} \in \tilde{\mathcal{M}}_{T}} e\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} ; \mu_{0: T, T}\right) \tag{40}
\end{equation*}
$$

where $\tilde{\mathcal{M}}_{T}$ represents the set of generalized encoding strategies of horizon $T$. Since $\mathcal{M}_{T} \subseteq \tilde{\mathcal{M}}_{T}$, comparing (39) and (40) gives

$$
\begin{equation*}
\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right) \geqslant \breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} ; T\right) . \tag{41}
\end{equation*}
$$

Define $\mathrm{y}_{t, T}$ as the MMSE estimator of $\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t}$ based on $\mathbf{z}_{0: T}^{(1)}$ and $\mathbf{z}_{0: t}$, i.e.,

$$
\begin{equation*}
\mathrm{y}_{t, T}:=\mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right\} \quad \text { for } t \in[0, T] \tag{42}
\end{equation*}
$$

In addition, define $e\left(\mathrm{y}_{t, T} ; \mu_{0: t, T}\right)$ as the MMSE for inferring $\mathrm{y}_{t, T}$ based on $\mathbf{z}_{0: T}^{(1)}$ and $\mathrm{r}_{0: t}$ if generalized encoding strategy $\mu_{0: T, T}$ is employed, i.e.,

$$
e\left(\mathrm{y}_{t, T} ; \mu_{0: t, T}\right):=\mathbb{V}\left\{\mathrm{y}_{t, T}-\mathbb{E}\left\{\mathrm{y}_{t, T} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right\}\right\} .
$$

It can be verified that $e\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} ; \mu_{0: t, T}\right) \geqslant e\left(\mathrm{y}_{t, T} ; \mu_{0: t, T}\right)$. To see this, note that $\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t}-\mathrm{y}_{t, T} \Perp \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}$ since the
random vectors involved are jointly Gaussian. Moreover, $\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t}-\mathrm{y}_{t, T} \Perp \mathrm{w}_{0: t} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}$ as $\mathrm{w}_{0: t} \Perp \mathbf{x}_{t}, \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}$. Since $\mathrm{r}_{0: t}$ is $\sigma\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{w}_{0: t}\right)$-measurable if $\mu_{0: T, T}$ is employed, Lemma 1 of [85] can be applied to conclude that $\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t}-$ $\mathrm{y}_{t, T} \Perp \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}, \mathrm{y}_{t, T}$. Therefore,

$$
\begin{align*}
e\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} ; \mu_{0: t, T}\right)= & \mathbb{E}\left\{\left(\mathrm{y}_{t, T}-\mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right\}\right)^{2}\right\} \\
& +\mathbb{E}\left\{\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t}-\mathrm{y}_{t, T}\right)^{2}\right\} \\
\geqslant & \mathbb{E}\left\{\left(\mathrm{y}_{t, T}-\mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right\}\right)^{2}\right\} \\
& \stackrel{(\mathrm{a})}{=} e\left(\mathrm{y}_{t, T} ; \mu_{0: t, T}\right) \tag{43}
\end{align*}
$$

where equality (a) is because

$$
\begin{aligned}
& \mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} \mid \mathbf{z}_{0: T}^{(1)}, \boldsymbol{r}_{0: t}\right\} \\
& \quad=\mathbb{E}\left\{\mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{r}_{0: t}\right\} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right\} \\
& \quad=\mathbb{E}\left\{\mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{t} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right\} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right\} \\
& \\
& \quad=\mathbb{E}\left\{\mathrm{y}_{t, T} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right\} .
\end{aligned}
$$

Combining (40), (41), and (43) gives

$$
\begin{equation*}
\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right) \geqslant \inf _{\mu_{0: T, T} \in \tilde{\mathcal{M}}_{T}} e\left(\mathrm{y}_{T, T} ; \mu_{0: T, T}\right) \tag{44}
\end{equation*}
$$

A lower bound of the right-hand side (RHS) of (44) is derived as follows. Choose $t$ and $s$ such that $0 \leqslant t \leqslant s \leqslant T$. According to the chain rule of mutual information,

$$
\begin{align*}
I\left(\mathrm{y}_{s, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: s}\right)= & I\left(\mathrm{y}_{s, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) \\
& +I\left(\mathrm{y}_{s, T} ; \mathrm{r}_{t: s} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) \tag{45}
\end{align*}
$$

The second term on the RHS of (45) can be shown to satisfy

$$
\begin{equation*}
I\left(\mathrm{y}_{s, T} ; \mathrm{r}_{t: s} \mid \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) \leqslant \int_{t}^{s} C d \tau=C(s-t) \tag{46}
\end{equation*}
$$

where $C$ is the channel capacity given by (5). To investigate the first term on the RHS of (45), the following conditional independence will be used

$$
\begin{equation*}
\mathrm{y}_{s, T} \Perp \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t} \mid \mathrm{y}_{t, T} . \tag{47}
\end{equation*}
$$

To see this, define a scaled innovation process $\left\{\boldsymbol{\eta}_{\tau, T}\right\}_{\tau \in[0, T]}$ as

$$
\begin{aligned}
d \boldsymbol{\eta}_{\tau, T} & =\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1 / 2}\left(d \mathbf{z}_{\tau}^{(2)}-\boldsymbol{\Gamma}_{\tau}^{(2)} \mathbb{E}\left\{\mathbf{x}_{\tau} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tau}^{(2)}\right\} d \tau\right) \\
\boldsymbol{\eta}_{0, T} & =\mathbf{z}_{0}^{(2)}
\end{aligned}
$$

Process $\left\{\boldsymbol{\eta}_{\tau, T}-\boldsymbol{\eta}_{0, T}\right\}_{\tau \in[0, T]}$ can be shown to be a Brownian motion that satisfies

$$
\begin{equation*}
\left\{\boldsymbol{\eta}_{\tau, T}-\boldsymbol{\eta}_{0, T}\right\}_{\tau \in[0, T]} \Perp \mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0, T} \tag{48}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\sigma\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tau}^{(2)}\right)=\sigma\left(\mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: \tau, T}\right) \quad \forall \tau \in[0, T] \tag{49}
\end{equation*}
$$

where $\boldsymbol{\eta}_{0: \tau, T}:=\left\{\boldsymbol{\eta}_{\tilde{\tau}, T}\right\}_{\tilde{\tau} \in[0, \tau]}$. Define $\mathbf{q}_{\tau}$ for $\tau \in[0, T]$ as

$$
\begin{align*}
\mathrm{q}_{\tau}:= & \mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{\tau} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tau}^{(2)}\right\}-\mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{0} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0}^{(2)}\right\} \\
& -\int_{0}^{\tau} \mathbb{E}\left\{\boldsymbol{u}^{\mathrm{T}} \boldsymbol{A} \mathbf{x}_{\tilde{\tau}} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tilde{\tau}}^{(2)}\right\} d \tilde{\tau}  \tag{50}\\
= & \mathrm{y}_{\tau, T}-\mathrm{y}_{0, T}-\int_{0}^{\tau} A^{(1)} \mathrm{y}_{\tilde{\tau}, T} d \tilde{\tau} \tag{51}
\end{align*}
$$

where (51) is obtained using (37b) and (42). Equation (50) shows that $\mathrm{q}_{\tau}$ is $\sigma\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tau}^{(2)}\right)$-measurable, and it is thus also $\sigma\left(\mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: \tau, T}\right)$-measurable. Moreover, the independence

$$
\begin{equation*}
\mathbf{q}_{t_{2}}-\mathbf{q}_{t_{1}} \Perp \sigma\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t_{1}}^{(2)}\right)=\sigma\left(\mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: t_{1}, T}\right) \tag{52}
\end{equation*}
$$

holds for all $0 \leqslant t_{1} \leqslant t_{2} \leqslant T$. In particular, since $q_{t_{2}}$, $q_{t_{1}}$, $\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t_{1}}^{(2)}$ are jointly Gaussian, (52) holds if

$$
\begin{array}{ll}
\mathbb{E}\left\{\mathbf{z}_{\tau}^{(1)}\left(\mathrm{q}_{t_{2}}-\mathrm{q}_{t_{1}}\right)\right\}=\mathbf{0} & \forall \tau \in[0, T] \\
\mathbb{E}\left\{\mathbf{z}_{\tau}^{(2)}\left(\mathrm{q}_{t_{2}}-\mathrm{q}_{t_{1}}\right)\right\}=\mathbf{0} & \forall \tau \in\left[0, t_{1}\right] \tag{53b}
\end{array}
$$

according to the monotone class lemma [95, Appendix A1]. Let $\boldsymbol{\varphi}$ represent an arbitrary random vector that is $\sigma\left(\mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t_{1}}^{(2)}\right)$-measurable. We can derive (54), shown at the bottom of the page, where $\mathbf{v}_{\tilde{t}}:=\left[\begin{array}{ll}\left(\mathbf{v}_{\tilde{t}}^{(1)}\right)^{\mathrm{T}} & \left(\mathbf{v}_{\tilde{t}}^{(2)}\right)^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}$. In particular, (54a) is obtained using (50) and the following relationship

$$
\begin{array}{r}
\mathbb{E}\left\{\mathbb{E}\left\{\mathbf{x}_{\tilde{t}} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tilde{t}}^{(2)}\right\} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t_{1}}^{(2)}\right\}=\mathbb{E}\left\{\mathbf{x}_{\tilde{t}} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t_{1}}^{(2)}\right\} \\
\forall \tilde{t} \geqslant t_{1} .
\end{array}
$$

Setting $\boldsymbol{\varphi}=\mathbf{z}_{\tau}^{(1)}$ in (54), applying Fubini's Theorem, and using the independence between $\left\{\mathbf{n}_{t}^{(1)}\right\}_{t \geqslant 0}$ and $\left\{\mathbf{v}_{t}\right\}_{t \geqslant 0}$, we obtain $\mathbb{E}\left\{\mathbf{z}_{\tau}^{(1)}\left(\mathrm{q}_{t_{2}}-\mathrm{q}_{t_{1}}\right)\right\}=\int_{0}^{\tau} \mathbb{E}\left\{\boldsymbol{\Gamma}^{(1)} \mathbf{x}_{\tilde{\tau}}\left(\int_{t_{1}}^{t_{2}} \boldsymbol{B} d \mathbf{v}_{\tilde{t}}\right)^{\mathrm{T}} \boldsymbol{u}\right\} d \tilde{\tau}$.

Combining (1) with (8a), we can write $\mathbf{x}_{\tilde{\tau}}$ as

$$
\mathbf{x}_{\tilde{\tau}}=\exp \{\boldsymbol{A} \tilde{\tau}\} \mathbf{x}_{0}+\int_{0}^{\tilde{\tau}} \exp \{\boldsymbol{A}(\tilde{\tau}-\tilde{s})\} \boldsymbol{B} d \mathbf{v}_{\tilde{s}}
$$

Consequently,

$$
\begin{align*}
& \mathbb{E}\left\{\boldsymbol{\Gamma}^{(1)} \mathbf{x}_{\tilde{\tau}}\left(\int_{t_{1}}^{t_{2}} \boldsymbol{B} d \mathbf{v}_{\tilde{t}}\right)^{\mathrm{T}} \boldsymbol{u}\right\} \\
& =\int_{t_{1}}^{\min \left\{\tilde{\tau}, t_{2}\right\}} \boldsymbol{\Gamma}^{(1)} \exp \{\boldsymbol{A}(\tilde{\tau}-\tilde{t})\} \boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{u} d \tilde{t}=\mathbf{0} \tag{56}
\end{align*}
$$

where the first and second equality are due to the Itô isometry and (37a), respectively. Substituting (56) into (55) gives (53a). Setting $\boldsymbol{\varphi}=\mathbf{z}_{\tau}^{(2)}$ in (54) and using the relationship $\mathbf{z}_{\tau}^{(2)} \Perp$ $\int_{t_{1}}^{t_{2}} \boldsymbol{B} d \mathbf{v}_{\tilde{t}}$ for all $\tau \in\left[0, t_{1}\right]$, we obtain (53b), and thus (52) holds. In particular, (52) shows that $\mathbf{q}_{\tau} \Perp \mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0, T}$ as $\mathrm{q}_{0}=0$ by definition. Since $\mathbf{q}_{\tau}$ is $\sigma\left(\mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: \tau, T}\right)$-measurable, there
exists a function $\boldsymbol{g}_{T}:[0, T] \mapsto \mathbb{R}^{1 \times k_{2}}$, where $k_{2}$ is the dimension of $\mathbf{z}_{\tau}^{(2)}$, such that [93, Ch. 3]

$$
\begin{equation*}
\mathbf{q}_{\tau}=\int_{0}^{\tau} \boldsymbol{g}_{T}(\tilde{\tau}) d \boldsymbol{\eta}_{\tilde{\tau}, T} \quad \forall \tau \in[0, T] \tag{57}
\end{equation*}
$$

Combining (51) with (57) shows that $\left\{\mathrm{y}_{\tau, T}\right\}_{\tau \in[0, T]}$ satisfies

$$
\begin{equation*}
d \mathbf{y}_{\tau, T}=A^{(1)} \mathbf{y}_{\tau, T} d \tau+\boldsymbol{g}_{T}(\tau) d \boldsymbol{\eta}_{\tau, T} \tag{58}
\end{equation*}
$$

and thus $\mathrm{y}_{s, T}$ can be written as

$$
\begin{aligned}
\mathrm{y}_{s, T}= & \exp \left\{A^{(1)}(s-t)\right\} \mathrm{y}_{t, T} \\
& +\int_{t}^{s} \exp \left\{A^{(1)}(s-\tau)\right\} \boldsymbol{g}_{T}(\tau) d \boldsymbol{\eta}_{\tau, T}
\end{aligned}
$$

Since $\left\{\boldsymbol{\eta}_{\tau, T}-\boldsymbol{\eta}_{0, T}\right\}_{\tau \in[0, T]}$ is a Brownian motion and satisfies (48),

$$
\begin{aligned}
& \int_{t}^{s} \exp \left\{A^{(1)}(s-\tau)\right\} \boldsymbol{g}_{T}(\tau) d \boldsymbol{\eta}_{\tau, T} \\
& \quad \Perp \sigma\left(\mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: t, T}\right)=\sigma\left(\mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: t, T}, \mathrm{y}_{t, T}\right)
\end{aligned}
$$

where the equality is obtained based on (42) and (49). Applying [85, Lemma 2] gives $\mathrm{y}_{s, T} \Perp \mathbf{z}_{0: T}^{(1)}, \boldsymbol{\eta}_{0: t, T} \mid \mathrm{y}_{t, T}$. Since $\mathrm{w}_{0: t} \Perp \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathrm{y}_{t, T}, \mathrm{y}_{s, T}$, Equation (47) is obtained by applying [85, Lemma 1].

Using [85, Lemma 3], the first term on the RHS of (45) satisfies

$$
\begin{align*}
& I\left(\mathrm{y}_{s, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) \\
& \quad \leqslant f\left(I\left(\mathrm{y}_{t, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) ; \mathbb{V}\left\{\left[\begin{array}{ll}
\mathrm{y}_{s, T} & \mathrm{y}_{t, T}
\end{array}\right]^{\mathrm{T}}\right\}\right) . \tag{59}
\end{align*}
$$

Combining (45), (46), and (59) gives

$$
\begin{aligned}
& I\left(\mathrm{y}_{s, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: s}\right)-I\left(\mathrm{y}_{t, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) \\
& \quad \leqslant \varphi_{T}(s-t, t)-\varphi_{T}(0, t)
\end{aligned}
$$

where function $\varphi_{T}$ is defined as

$$
\begin{aligned}
\varphi_{T}(\Delta, t):= & f\left(I\left(\mathrm{y}_{t, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) ; \mathbb{V}\left\{\left[\begin{array}{ll}
\mathrm{y}_{t+\Delta, T} & \mathrm{y}_{t, T}
\end{array}\right]^{\mathrm{T}}\right\}\right) \\
& +C \Delta \quad \text { for } t \in[0, T], \quad \Delta \in[0, T-t]
\end{aligned}
$$

with $\varphi_{T}(0, t)=I\left(\mathrm{y}_{t, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right)$ in particular. Therefore,

$$
\begin{align*}
& \frac{d}{d t} I\left(\mathrm{y}_{t, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right) \\
& \leqslant \lim _{s \searrow t} \frac{1}{s-t}\left(\varphi_{T}(s-t, t)-\varphi_{T}(0, t)\right) \\
& =C-\frac{1}{2} \mathbb{V}\left\{\mathrm{y}_{t, T}\right\}^{-1}\left(\exp \left\{2 I\left(\mathrm{y}_{t, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: t}\right)\right\}\right. \\
& \quad-1) \boldsymbol{g}_{T}(t) \boldsymbol{g}_{T}^{\mathrm{T}}(t) \tag{60}
\end{align*}
$$

$$
\begin{align*}
\mathbb{E}\left\{\boldsymbol{\varphi}\left(\mathrm{q}_{t_{2}}-\mathrm{q}_{t_{1}}\right)\right\} & =\mathbb{E}\left\{\mathbb{E}\left\{\boldsymbol{\varphi} \boldsymbol{u}^{\mathrm{T}}\left(\mathbf{x}_{t_{2}}-\mathbf{x}_{t_{1}}-\int_{t_{1}}^{t_{2}} \boldsymbol{A} \mathbf{x}_{\tilde{t}} d \tilde{t}\right) \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: t_{1}}^{(2)}\right\}\right\}  \tag{54a}\\
& =\mathbb{E}\left\{\boldsymbol{\varphi} \boldsymbol{u}^{\mathrm{T}}\left(\mathbf{x}_{t_{2}}-\mathbf{x}_{t_{1}}-\int_{t_{1}}^{t_{2}} \boldsymbol{A} \mathbf{x}_{\tilde{t}} d \tilde{t}\right)\right\}=\mathbb{E}\left\{\boldsymbol{\varphi} \boldsymbol{u}^{\mathrm{T}} \int_{t_{1}}^{t_{2}} \boldsymbol{B} d \mathbf{v}_{\tilde{t}}\right\} \tag{54b}
\end{align*}
$$

where $s \searrow t$ represents that $s$ approaches $t$ from above. Define function $I_{T}(t)$ as the solution to the following initial value problem on $[0, T]$

$$
\begin{align*}
\frac{d}{d t} I_{T}(t) & =C-\frac{1}{2} \mathbb{V}\left\{\mathrm{y}_{t, T}\right\}^{-1}\left(\exp \left\{2 I_{T}(t)\right\}-1\right) \boldsymbol{g}_{T}(t) \boldsymbol{g}_{T}^{\mathrm{T}}(t)  \tag{61a}\\
I_{T}(0) & =I\left(\mathrm{y}_{0, T} ; \mathbf{z}_{0: T}^{(1)}\right) . \tag{61b}
\end{align*}
$$

Comparing (60) with (61) and applying [94, Ch. 3, Th. 4.1] gives $I\left(\mathrm{y}_{T, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: T}\right) \leqslant I_{T}(T)$. Applying [85, Lemma 4],

$$
\begin{align*}
e\left(\mathrm{y}_{T, T} ; \mu_{0: T, T}\right) & \geqslant \mathbb{V}\left\{\mathrm{y}_{T, T}\right\} \exp \left\{-2 I\left(\mathrm{y}_{T, T} ; \mathbf{z}_{0: T}^{(1)}, \mathrm{r}_{0: T}\right)\right\} \\
& \geqslant \mathbb{V}\left\{\mathrm{y}_{T, T}\right\} \exp \left\{-2 I_{T}(T)\right\} . \tag{62}
\end{align*}
$$

Moreover, using (58) and (61), $\mathbb{V}\left\{\mathrm{y}_{T, T}\right\} \exp \left\{-2 I_{T}(T)\right\}$ can be written as

$$
\begin{align*}
& \mathbb{V}\left\{\mathrm{y}_{T, T}\right\} \exp \left\{-2 I_{T}(T)\right\} \\
& =\mathbb{V}\left\{\mathrm{y}_{0, T}\right\} \exp \left\{-2 I\left(\mathrm{y}_{0, T} ; \mathbf{z}_{0: T}^{(1)}\right)+2\left(A^{(1)}-C\right) T\right\} \\
& \quad+\int_{0}^{T} \exp \left\{2\left(A^{(1)}-C\right)(T-\tau)\right\} \boldsymbol{g}_{T}(\tau) \boldsymbol{g}_{T}^{\mathrm{T}}(\tau) d \tau . \tag{63}
\end{align*}
$$

Combining (62) and (63), if $C \leqslant A^{(1)}$, then

$$
\begin{equation*}
e\left(\mathrm{y}_{T, T} ; \mu_{0: T, T}\right) \geqslant \int_{0}^{T} \boldsymbol{g}_{T}(\tau) \boldsymbol{g}_{T}^{\mathrm{T}}(\tau) d \tau \tag{64}
\end{equation*}
$$

Using (57) and the Itô isometry, and then using (50),

$$
\begin{align*}
& \int_{0}^{T} \boldsymbol{g}_{T}(\tau) \boldsymbol{g}_{T}^{\mathrm{T}}(\tau) d \tau \\
&=\mathbb{E}\left\{\left(\mathrm{q}_{T}-\mathrm{q}_{0}\right)^{2}\right\} \\
&=\mathbb{E}\left\{\left(\mathrm{y}_{T, T}-\mathrm{y}_{0, T}-\int_{0}^{T} A^{(1)} \mathrm{y}_{\tau, T} d \tau\right)^{2}\right\} \tag{65}
\end{align*}
$$

According to (58), the following holds

$$
\begin{equation*}
\mathbb{E}\left\{\mathrm{y}_{t, T} \mathrm{y}_{s, T}\right\}=\exp \left\{A^{(1)}(s-t)\right\} \mathbb{V}\left\{\mathrm{y}_{s, T}\right\} \tag{66}
\end{equation*}
$$

for all $t$ and $s$ such that $0 \leqslant t \leqslant s \leqslant T$. Substituting (66) into (65),

$$
\begin{align*}
\int_{0}^{T} \boldsymbol{g}_{T}(\tau) \boldsymbol{g}_{T}^{\mathrm{T}}(\tau) d \tau= & \mathbb{V}\left\{\mathrm{y}_{T, T}\right\}-\mathbb{V}\left\{\mathrm{y}_{0, T}\right\} \\
& -2 A^{(1)} \int_{0}^{T} \mathbb{V}\left\{\mathrm{y}_{\tau, T}\right\} d \tau \tag{67}
\end{align*}
$$

Recalling the definition (42), and using the law of total covariance,

$$
\begin{equation*}
\mathbb{V}\left\{\mathrm{y}_{\tau, T}\right\}=\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{\tau}\right\}-\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{\tau} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tau}^{(2)}\right\} \forall \tau \in[0, T] \tag{68}
\end{equation*}
$$

In addition, combining (1) with (8a) and (37b),

$$
\begin{align*}
\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right\}= & 2 A^{(1)} \int_{0}^{T} \mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{\tau}\right\} d \tau \\
& +\boldsymbol{u}^{\mathrm{T}} \boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{u} T+\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{0}\right\} . \tag{69}
\end{align*}
$$

Substituting (68) and (69) into (67) gives

$$
\begin{aligned}
\int_{0}^{T} & \boldsymbol{g}_{T}(\tau) \boldsymbol{g}_{T}^{\mathrm{T}}(\tau) d \tau \\
& =\boldsymbol{u}^{\mathrm{T}} \boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{u} T-\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: T}^{(2)}\right\}
\end{aligned}
$$

$$
\begin{align*}
& +\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{0} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0}^{(2)}\right\} \\
& +2 A^{(1)} \int_{0}^{T} \mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{\tau} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: \tau}^{(2)}\right\} d \tau \tag{70}
\end{align*}
$$

Combining (44), (64), and (70)

$$
\begin{align*}
\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right) & \geqslant \int_{0}^{T} \boldsymbol{g}_{T}(\tau) \boldsymbol{g}_{T}^{\mathrm{T}}(\tau) d \tau \\
& \geqslant \boldsymbol{u}^{\mathrm{T}} \boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \boldsymbol{u} T-\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: T}^{(2)}\right\} . \tag{71}
\end{align*}
$$

The set $\left\{\mathbb{V}\left\{\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T} \mid \mathbf{z}_{0: T}^{(1)}, \mathbf{z}_{0: T}^{(2)}\right\}\right\}_{T \geqslant 0}$ can be verified to be bounded. Therefore, if $C \leqslant A^{(1)}$, then $\left\{\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right)\right\}_{T \geqslant 0}$ is unbounded according to (71). However, recall that if $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded, then $\left\{\breve{e}\left(\boldsymbol{u}^{\mathrm{T}} \mathbf{x}_{T}\right)\right\}_{T \geqslant 0}$ must be bounded. This shows that if Condition 1 of Proposition 1 does not hold, then $C>A^{(1)}$ is necessary to ensure that $\left\{\breve{e}_{T}\right\}_{T \geqslant 0}$ is bounded. $\boxtimes$

## Appendix B

## Proof of Proposition 2

A lemma to be used in the proof is presented first.
Lemma 2: Consider vector processes $\left\{\boldsymbol{\theta}_{t}\right\}_{t \geqslant 0}$ and $\left\{\boldsymbol{\xi}_{t}\right\}_{t \geqslant 0}$ described by the following SDE

$$
\begin{align*}
d \boldsymbol{\theta}_{t} & =\boldsymbol{A}_{t} \boldsymbol{\theta}_{t} d t+\boldsymbol{B}_{t} d \mathbf{v}_{t}  \tag{72a}\\
d \boldsymbol{\xi}_{t} & =\left(\boldsymbol{G}_{t} \boldsymbol{\theta}_{t}+\boldsymbol{g}_{t}\left(\boldsymbol{\xi}_{0: t}\right)\right) d t+\boldsymbol{F}_{t} d \mathbf{v}_{t}+\boldsymbol{L}_{t} d \boldsymbol{\omega}_{t} \tag{72b}
\end{align*}
$$

where $\boldsymbol{A}_{t}, \boldsymbol{B}_{t}, \boldsymbol{G}_{t}, \boldsymbol{F}_{t}$, and $\boldsymbol{L}_{t}$ are deterministic matrices such that $\boldsymbol{L}_{t} \boldsymbol{L}_{t}^{\mathrm{T}}$ is invertible for all $t \geqslant 0 ; \boldsymbol{g}_{t}$ is a linear function; $\left\{\mathbf{v}_{t}\right\}_{t \geqslant 0}$ and $\left\{\boldsymbol{\omega}_{t}\right\}_{t \geqslant 0}$ are independent Brownian motions. Moreover, $\boldsymbol{\theta}_{0}$ and $\boldsymbol{\xi}_{0}$ are jointly Gaussian and are independent of $\left\{\boldsymbol{v}_{t}\right\}_{t \geqslant 0}$ and $\left\{\boldsymbol{\omega}_{t}\right\}_{t \geqslant 0}$. Suppose regularity conditions for the existence of a strong solution to SDE (72) hold (see [84, Ch. 12]). Then processes $\left\{\hat{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ and $\left\{\tilde{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ are both Markov, where $\hat{\boldsymbol{\theta}}_{t}:=\mathbb{E}\left\{\boldsymbol{\theta}_{t} \mid \boldsymbol{\xi}_{0: t}\right\}$ and $\tilde{\boldsymbol{\theta}}_{t}:=\boldsymbol{\theta}_{t}-\hat{\boldsymbol{\theta}}_{t}$.
Proof: According to [84, Th. 12.7], process $\left\{\hat{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ satisfies

$$
\begin{equation*}
d \hat{\boldsymbol{\theta}}_{t}=\boldsymbol{A}_{t} \hat{\boldsymbol{\theta}}_{t} d t+\boldsymbol{H}_{t}\left(d \boldsymbol{\xi}_{t}-\left(\boldsymbol{G}_{t} \hat{\boldsymbol{\theta}}_{t}+\boldsymbol{g}_{t}\left(\boldsymbol{\xi}_{0: t}\right)\right) d t\right) \tag{73}
\end{equation*}
$$

where $\boldsymbol{H}_{t}$ is defined as

$$
\boldsymbol{H}_{t}:=\left(\boldsymbol{B}_{t} \boldsymbol{F}_{t}^{\mathrm{T}}+\mathbb{V}\left\{\boldsymbol{\theta}_{t} \mid \boldsymbol{\xi}_{0: t}\right\} \boldsymbol{G}_{t}^{\mathrm{T}}\right)\left(\boldsymbol{F}_{t} \boldsymbol{F}_{t}^{\mathrm{T}}+\boldsymbol{L}_{t} \boldsymbol{L}_{t}^{\mathrm{T}}\right)^{-1}
$$

Combination of (72) and (73) shows that $\left\{\tilde{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ satisfies the following SDE
$d \tilde{\boldsymbol{\theta}}_{t}=\left(\boldsymbol{A}_{t}-\boldsymbol{H}_{t} \boldsymbol{G}_{t}\right) \tilde{\boldsymbol{\theta}}_{t} d t+\left(\boldsymbol{B}_{t}-\boldsymbol{H}_{t} \boldsymbol{F}_{t}\right) d \mathbf{v}_{t}-\boldsymbol{H}_{t} \boldsymbol{L}_{t} d \boldsymbol{\omega}_{t}$.
Therefore, $\left\{\tilde{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ is a Markov process [82, Ch. 7]. Moreover, define a scaled innovation process $\left\{\boldsymbol{\eta}_{t}\right\}_{t \geqslant 0}$ as

$$
\begin{align*}
d \boldsymbol{\eta}_{t} & =\left(\boldsymbol{F}_{t} \boldsymbol{F}_{t}^{\mathrm{T}}+\boldsymbol{L}_{t} \boldsymbol{L}_{t}^{\mathrm{T}}\right)^{-1 / 2}\left(d \boldsymbol{\xi}_{t}-\left(\boldsymbol{G}_{t} \hat{\boldsymbol{\theta}}_{t}+\boldsymbol{g}_{t}\left(\boldsymbol{\xi}_{0: t}\right)\right) d t\right)  \tag{74a}\\
\boldsymbol{\eta}_{0} & =\boldsymbol{\xi}_{0} . \tag{74b}
\end{align*}
$$

Process $\left\{\boldsymbol{\eta}_{t}-\boldsymbol{\eta}_{0}\right\}_{t \geqslant 0}$ can be shown to be a Brownian motion. Combining (73) and (74), process $\left\{\hat{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ satisfies

$$
d \hat{\boldsymbol{\theta}}_{t}=\boldsymbol{A}_{t} \hat{\boldsymbol{\theta}}_{t} d t+\boldsymbol{H}_{t}\left(\boldsymbol{F}_{t} \boldsymbol{F}_{t}^{\mathrm{T}}+\boldsymbol{L}_{t} \boldsymbol{L}_{t}^{\mathrm{T}}\right)^{1 / 2} d \boldsymbol{\eta}_{t} .
$$
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Therefore, $\left\{\hat{\boldsymbol{\theta}}_{t}\right\}_{t \geqslant 0}$ is also a Markov process.
The three statements in Proposition 2 are proved next.
Proof:
Statement 1: Setting $\boldsymbol{\theta}_{t}=\mathbf{x}_{t}$ and $\boldsymbol{\xi}_{t}=$ $\left[\left(\mathbf{z}_{t}^{(1)}\right)^{\mathrm{T}} \quad\left(\mathbf{z}_{t}^{(2)}\right)^{\mathrm{T}}\right]^{\mathrm{T}}$ in Lemma 2 shows that $\left\{\tilde{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$ is a Markov process. Setting $i=1$ in (22b) and using (24), we obtain

$$
\begin{equation*}
d \mathbf{z}_{t}^{(1)}=\boldsymbol{\Gamma}^{(1)} \mathbf{y}_{t} d t+\left(\boldsymbol{\Xi}^{(1)}\left(\boldsymbol{\Xi}^{(1)}\right)^{\mathrm{T}}\right)^{1 / 2} d \boldsymbol{\eta}_{t}^{(1)} \tag{75}
\end{equation*}
$$

Moreover, process $\left\{r_{t}\right\}_{t \geqslant 0}$ satisfies

$$
\begin{equation*}
d \mathbf{r}_{t}=\left(\boldsymbol{\beta}_{t}^{\mathrm{T}} \mathbf{y}_{t}+g_{t}\left(\mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right)\right) d t+\kappa d \mathbf{w}_{t} . \tag{76}
\end{equation*}
$$

Combining (24), (75), as well as (76), and applying Lemma 2, $\left\{\mathbb{E}\left\{\mathbf{y}_{t} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\}\right\}_{t \geqslant 0}$ and $\left\{\mathbf{y}_{t}-\mathbb{E}\left\{\mathbf{y}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right\}\right\}_{t \geqslant 0}$ are shown to be Markov processes. Note that

$$
\begin{align*}
\hat{\mathbf{x}}_{t} & =\mathbb{E}\left\{\mathbb{E}\left\{\mathbf{x}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, \mathbf{r}_{0: t}\right\} \mid \mathbf{z}_{0: t}^{(1)}, \mathrm{r}_{0: t}\right\} \\
& \stackrel{(\mathrm{a})}{=} \mathbb{E}\left\{\mathbb{E}\left\{\mathbf{x}_{t} \mid \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right\} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\} \\
& =\mathbb{E}\left\{\mathbf{y}_{t} \mid \mathbf{z}_{0: t}^{(1)}, r_{0: t}\right\} \tag{77}
\end{align*}
$$

where equality (a) is obtained using the relationship

$$
x_{t}^{(1)}, x_{t}^{(2)} \Perp r_{0: t} \mid \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}
$$

which is proved in [85, Lemma 5]. Therefore, $\left\{\tilde{\mathbf{y}}_{t}\right\}_{t \geqslant 0}$ and $\left\{\hat{\mathbf{x}}_{t}\right\}_{t \geqslant 0}$ are Markov processes.
Statement 2: Random vectors $\tilde{\mathbf{x}}_{t}, \tilde{\mathbf{y}}_{t}$, and $\hat{\mathbf{x}}_{t}$ can be shown to be independent. Specifically, using the independence between the channel noise process and the state disturbance and sensor observation processes, we can show that

$$
\begin{equation*}
\mathbf{x}_{t}, \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)} \Perp \mathrm{w}_{0: t} . \tag{78}
\end{equation*}
$$

Moreover, (8b) and (11a) shows that $\tilde{\mathbf{x}}_{t}$ is $\sigma\left(\mathbf{x}_{t}, \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}\right)$ measurable. Combining this with (78), we obtain $\tilde{\mathbf{x}}_{t} \Perp \mathrm{w}_{0: t}$. In addition, (8b) and (11a) indicate that $\tilde{\mathbf{x}}_{t} \Perp \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}$. Therefore, $\tilde{\mathbf{x}}_{t} \Perp \mathbf{z}_{0: t}^{(1)}, \mathbf{z}_{0: t}^{(2)}, w_{0: t}$ as the involved random quantities are jointly Gaussian. Since both $\tilde{\mathbf{y}}_{t}$ and $\hat{\mathbf{x}}_{t}$ are $\sigma\left(\mathbf{z}_{t}^{(1)}, \mathbf{z}_{t}^{(2)}, \mathrm{w}_{0: t}\right)$-measurable, the relationship $\tilde{\mathbf{x}}_{t} \Perp \tilde{\mathbf{y}}_{t}, \hat{\mathbf{x}}_{t}$
holds. In addition, combining (11b) with (77) shows that $\tilde{\mathbf{y}}_{t} \Perp \hat{\mathbf{x}}_{t}$. Therefore, $\tilde{\mathbf{x}}_{t}, \tilde{\mathbf{y}}_{t}$, and $\hat{\mathbf{x}}_{t}$ are independent as they are jointly Gaussian. As a result, $\mathbb{V}\left\{\mathbf{s}_{t}\right\}^{-1}$ can be written as (79), which is shown at the bottom of the page. Therefore,

$$
\begin{aligned}
\frac{1}{2} \mathbf{s}_{t}^{\mathrm{T}} \mathbb{V}\left\{\mathbf{s}_{\tau}\right\}^{-1} \mathbf{s}_{t}= & \frac{1}{2}\left(\tilde{\mathbf{x}}_{t}^{\mathrm{T}} \mathbb{V}\left\{\tilde{\mathbf{x}}_{\tau}\right\}^{-1} \tilde{\mathbf{x}}_{t}+\tilde{\mathbf{y}}_{t}^{\mathrm{T}} \mathbb{V}\left\{\tilde{\mathbf{y}}_{\tau}\right\}^{-1} \tilde{\mathbf{y}}_{t}\right. \\
& \left.+\hat{\mathbf{x}}_{t}^{\mathrm{T}} \mathbb{V}\left\{\hat{\mathbf{x}}_{\tau}\right\}^{-1} \hat{\mathbf{x}}_{t}\right) .
\end{aligned}
$$

Letting $\tau$ in the above equation approach infinity and taking the expectation, the equation $E_{t}^{\mathbf{s}}=E_{t}^{\tilde{\mathrm{x}}}+E_{t}^{\tilde{\mathbf{y}}}+E_{t}^{\tilde{\mathbf{x}}}$ is obtained.

Statement 3: Since $\tilde{\mathbf{x}}_{t}, \tilde{\mathbf{y}}_{t}$, and $\hat{\mathbf{x}}_{t}$ are independent, the following holds

$$
\left.\begin{array}{rl}
S_{t}^{\mathbf{s}}=-D\left(P_{\mathbf{s}_{t}} \| \lambda_{\mathrm{L}}\right) & =-D\left(P_{\left[\tilde{\mathrm{x}}_{t}^{\mathrm{T}}\right.}\right. \\
\tilde{\mathbf{y}}_{t}^{\mathrm{T}} & \left.\hat{\mathbf{x}}_{t}^{\mathrm{T}}\right]^{\mathrm{T}}
\end{array} \| \lambda_{\mathrm{L}}\right)
$$

This is the desired result.

## AppENDIX C <br> Derivation of Energy Variation and Energy <br> Flow Rates

Using Kalman-Bucy filtering results, we obtain

$$
\begin{align*}
\frac{d}{d t} \mathbb{V}\left\{\mathbf{x}_{t}\right\}= & \boldsymbol{A} \mathbb{V}\left\{\mathbf{x}_{t}\right\}+\mathbb{V}\left\{\mathbf{x}_{t}\right\} \boldsymbol{A}^{\mathrm{T}}+\boldsymbol{B} \boldsymbol{B}^{\mathrm{T}}  \tag{80a}\\
\frac{d}{d t} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}= & \boldsymbol{A} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\} \boldsymbol{A}^{\mathrm{T}}+\boldsymbol{B} \boldsymbol{B}^{\mathrm{T}} \\
& -\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}  \tag{80b}\\
\frac{d}{d t} \mathbb{V}\left\{\mathbf{y}_{t}\right\}= & \boldsymbol{A} \mathbb{V}\left\{\mathbf{y}_{t}\right\}+\mathbb{V}\left\{\mathbf{y}_{t}\right\} \boldsymbol{A}^{\mathrm{T}} \\
& +\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\} \tag{80c}
\end{align*}
$$

where

$$
\begin{aligned}
\boldsymbol{A}:=\left[\begin{array}{cc}
A^{(1)} & \mathbf{0} \\
\mathbf{0} & A^{(2)}
\end{array}\right] & \boldsymbol{B}:=\left[\begin{array}{cc}
\boldsymbol{B}^{(1)} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{B}^{(2)}
\end{array}\right] \\
\boldsymbol{\Gamma}:=\left[\begin{array}{l}
\boldsymbol{\Gamma}^{(1)} \\
\boldsymbol{\Gamma}^{(2)}
\end{array}\right] & \boldsymbol{\Xi}:=\left[\begin{array}{cc}
\boldsymbol{\Xi}^{(1)} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Xi}^{(2)}
\end{array}\right] .
\end{aligned}
$$

$$
\mathbb{V}\left\{\mathbf{s}_{t}\right\}^{-1}=\left[\begin{array}{ccc}
\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}^{-1} & -\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}^{-1} & \mathbf{0}  \tag{79}\\
-\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}^{-1} & \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}^{-1}+\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}^{-1} & -\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}^{-1} \\
\mathbf{0} & -\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}^{-1} & \mathbb{V}\left\{\hat{\mathbf{x}}_{t}\right\}^{-1}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}^{-1}
\end{array}\right]
$$

$$
\begin{align*}
& \frac{d}{d t} E_{t}^{\tilde{\mathbf{x}}}= \frac{1}{2} \operatorname{tr}  \tag{82a}\\
& \frac{d}{d t} E_{t}^{\tilde{\mathbf{y}}=} \frac{1}{2} \operatorname{tr}\left\{\left[2 \boldsymbol{A} \mathbb{V}\left\{\tilde{\boldsymbol{x}}_{t}\right\}+\boldsymbol{B} \mathbb{V}\left\{\boldsymbol{B}^{\mathrm{T}}-\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \mathbb{V}\left\{\boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}-\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\} \boldsymbol{\beta}_{t} \kappa^{-2}\right\}\right.\right.\right.\right. \\
&-\left(\mathbb { V } \left\{\tilde{\boldsymbol{\beta}}_{t}^{\mathrm{T}} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}\right.\right.  \tag{82b}\\
& \frac{d}{d t} E_{t}^{\hat{\mathbf{x}}}=\frac{1}{2} \operatorname{tr}\{ \left\{\left[2 \boldsymbol{A} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}\right)\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}}\left(\boldsymbol{\Xi}^{(1)}\left(\boldsymbol{\Xi}^{(1)}\right)^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma}^{(1)}\left(\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\} \boldsymbol{\tilde { \boldsymbol { y } }}_{t}\right\} \kappa^{-2} \boldsymbol{\beta}_{t}^{\mathrm{T}} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}\right. \\
&\left.\boldsymbol{\Sigma}_{\tilde{\mathbf{y}}}^{-1}\right\}  \tag{82c}\\
&\left.\left.+\left(\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}\right)\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}}\left(\boldsymbol{\Xi}^{(1)}\left(\boldsymbol{\Xi}^{(1)}\right)^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma}^{(1)}\left(\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}\right)\right] \boldsymbol{\Sigma}_{\hat{\mathbf{x}}}^{-1}\right\} .
\end{align*}
$$

According to optimal filtering results for the system described by (24), (75), and (76),

$$
\begin{align*}
\frac{d}{d t} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}= & \boldsymbol{A} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\} \boldsymbol{A}^{\mathrm{T}}-\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\} \boldsymbol{\beta}_{t} \kappa^{-2} \boldsymbol{\beta}_{t}^{\mathrm{T}} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\} \\
& +\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\} \boldsymbol{\Gamma}^{\mathrm{T}}\left(\boldsymbol{\Xi} \boldsymbol{\Xi}^{\mathrm{T}}\right)^{-1} \boldsymbol{\Gamma} \mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\} \\
& -\left(\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}\right)\left(\boldsymbol{\Gamma}^{(1)}\right)^{\mathrm{T}}\left(\boldsymbol{\Xi}^{(1)}\left(\boldsymbol{\Xi}^{(1)}\right)^{\mathrm{T}}\right)^{-1} \\
& \times \boldsymbol{\Gamma}^{(1)}\left(\mathbb{V}\left\{\tilde{\mathbf{x}}_{t}\right\}+\mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\}\right)  \tag{81a}\\
\frac{d}{d t} \mathbb{V}\left\{\hat{\mathbf{x}}_{t}\right\}= & \frac{d}{d t} \mathbb{V}\left\{\mathbf{y}_{t}\right\}-\frac{d}{d t} \mathbb{V}\left\{\tilde{\mathbf{y}}_{t}\right\} . \tag{81b}
\end{align*}
$$

Combining (80b) and (81) with (12) gives (82), shown at the bottom of the previous page. The rates of energy flows are obtained by combining (14)-(18) with (80a), (80c), and (82). The results are given in of [92, Appendix A.3.3, eq. (A.91)].
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