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Filtering Over Non-Gaussian Channels:
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Abstract—Filtering over noisy channels is of interest in
many network applications, in which a node infers a time-
varying state by using messages received from another
node that can observe such a state. This letter explores
filtering with general models for state disturbance and com-
munication channels by deriving a sufficient condition for
which the estimation error is bounded. Specifically, the suf-
ficient condition is expressed in terms of anytime capacity,
a notion that characterizes the maximum sequential com-
munication rate. The joint design of encoder and estimator
with bounded estimation error is also presented.

Index Terms—Non-Gaussian filtering, networks, anytime
capacity, distributed inference.

I. INTRODUCTION

F ILTERING [1]–[3] is a key enabler for many applications
such as localization and navigation, Internet-of-Things,

and target tracking [4]–[9]. In many networked systems, nodes
that observe the unknown states and nodes that aim to esti-
mate the states are not co-located. In such systems, the nodes
observing the unknown states transmit messages to other nodes
via inter-node communications, and the received messages are
used for estimating the unknown states. To achieve desirable
estimation accuracy, the transmitted messages need to be care-
fully encoded to convey useful information for filtering and to
be robust in the presence of channel noise and interference.

This letter investigates the problem of estimating an evolv-
ing state using messages received via a noisy channel. As the
state is time-varying, both the encoding at the transmitter and
the estimation at the receiver need to be performed in real time.
Consequently, conventional channel coding techniques [10]
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cannot be directly applied for generating the transmitted mes-
sages, as these techniques can incur high latencies. Moreover,
efficient usage of the communication channel requires the con-
sideration of nonlinear encoding strategies, which are more
difficult to design and analyze compared to linear ones.

Coding and estimation techniques have been studied in the
context of communication, control, and inference [11]–[24].
In particular, a coder-controller was designed in [16] for sta-
bilizing a linear system based on data with limited rates.
The notions of anytime reliability and anytime capacity were
introduced in [17], where these notions were used to derive
necessary and sufficient conditions for stabilizing systems over
noisy channels. In particular, anytime capacity characterizes
the maximum possible rate at which data can be transmitted
reliably in a sequential communication system with encod-
ing and decoding performed in real time. Existing works on
estimation using received messages typically consider specific
types of channels, such as noiseless channels and Gaussian
channels, and hence techniques for more general channels
remain to be designed.

This letter aims to derive conditions under which desir-
able accuracy is achieved in a filtering over noisy channels
problem, where a general system model is considered with-
out assuming that the state disturbance and communication
noise are Gaussian. Key contributions of this letter are as
follows:
• we establish a sufficient condition for the channel in terms

of its anytime capacity under which the estimation error
at the receiver node is bounded over time; and

• we design a real-time encoder and estimator at
the transmitter and receiver, respectively, and prove
that the designed estimator has bounded error over time
if the sufficient condition is satisfied.

Notations: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. The expec-
tation of x is denoted by E{x}. For non-negative integers s � t,
notation xs : t represents the concatenation of xs, xs+1, . . . , xt,
whereas {s : t} represents {s, s + 1, . . . , t}. The sets of real
numbers and non-negative integers are denoted by R and N,
respectively. The largest integer less than or equal to x ∈ R

is denoted by �x�. Logarithms of x > 0 with base 2 and
base μ > 0 are denoted by log x and logμ x, respectively.
The Euclidean norm and the ith entry of x are denoted by ‖x‖
and [x]i, respectively. The transpose, determinant, and spectral
norm (i.e., the largest singular value) of a matrix A are denoted
by AT, det(A), and ‖A‖, respectively.
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II. PROBLEM FORMULATION

Consider a linear system with its state at time t denoted by
an n-dimensional random vector θt. In particular, θt satisfies

θt = Fθt−1 + νt (1)

where F ∈ R
n×n is a real square matrix such that all its eigen-

values have magnitudes no smaller than 1, and νt is the state
disturbance. A transmitter sends an encoded message mt com-
puted based on θ0:t over a memoryless channel to a receiver
at each time t. Let rt represent the received message at time
t. The receiver evaluates an estimator θ̂t of θt based on mes-
sages r0:t received up to time t. In other words, θ̂t is a function
of r0:t. This letter establishes conditions under which the bth
moment of the estimation error is bounded for any b � 2, i.e.,

sup
t�0

E

{∥∥θ̂t − θt
∥∥b

}
<∞ . (2)

In the special case where b = 2, inequality (2) states that
the mean-square error (MSE) of θ̂t is bounded over time. We
consider general models for the state disturbance and commu-
nication channel without specifying the distribution of νt or
the conditional distribution of rt given mt. Instead, we only
make a mild assumption that the disturbance satisfies

sup
t�0

E
{∥∥νt

∥∥a}
<∞ (3)

for some a > b. This holds if the tail of the distribution for
each entry of νt is not heavy (e.g., each entry of νt is a sub-
Gaussian or sub-exponential random variable [25]).

The filtering problem studied here differs from classical
ones. Classical filtering techniques, such as Kalman filtering
and particle filtering, aim to estimate the unknown states using
a set of sensor measurements. These measurements are directly
available to the estimator without any loss so that communi-
cation is not involved or can be considered ideal. By contrast,
we consider a filtering problem where the estimation is per-
formed using messages received via a noisy communication
channel with limited capacity. In this problem, the transmit-
ter needs to perform encoding for the transmitted messages
in order to protect them against the degradation due to the
channel under the capacity limitations. As a result, both the
estimation algorithm and the encoding strategy are critical to
the filtering accuracy and need to be carefully designed.

Our method is based on the notions of anytime reliability
and anytime capacity, introduced in [17] and explained in the
rest of this section. Consider a communication system aiming
to transmit a sequence of data symbols via a channel. Different
from classical block-coding [10] where all the data symbols
are available to the encoder beforehand, the encoder of this
communication system obtains data symbols sequentially: at
each time t, a new data symbol st from an alphabet with 2r

elements is available to the encoder. Based on available data
symbols s0:t, the encoder generates a message mt and transmits
it at each time t. In other words, the encoder performs real-time
encoding without waiting for the entire data symbol sequence
to be available. Such an encoder is called an anytime encoder
and its data rate is r bits per channel use.

The received message corresponding to the transmitted mt is
denoted by rt, which can be different thanmt due to impairments
in the channel. At each time, the receiver decodes all the symbols

that have been sent by the transmitter. Specifically, at time t, the
receiver generates an estimator ŝt′(r0:t) of st′ based on r0:t for
all t′ ∈ {0 : t}. In other words, the receiver performs decoding
without waiting for the transmitter to complete sending the entire
data symbol sequence. Such a receiver is called an anytime
decoder. One method for constructing anytime encoder and
decoder is by using the connection between communications
and control over noisy channels. An example architecture of
anytime encoder and decoder can be found in [17].

The system described above is referred to as a rate r sequen-
tial communication system. This system achieves anytime
reliability α if there exists a constant K such that

P
{
ŝ0:t′(r0:t) 	= s0:t′

}
� K2−α(t−t′), ∀t′ ∈ {0 : t} (4)

where ŝt1:t2(r0:t) represents the concatenation of estimators
ŝt1(r0:t), ŝt1+1(r0:t), . . . , ŝt2(r0:t) for 0 � t1 � t2 � t. The
α-anytime capacity C̆(α) of the channel is defined as the
smallest upper bound of r such that a rate r sequential commu-
nication system that achieves anytime reliability α exists. The
anytime capacity of a channel is no larger than its Shannon
capacity. We refer to [17], [26] for other properties of anytime
capacity.

III. SUFFICIENT CONDITION FOR BOUNDEDNESS OF

ESTIMATION ERROR

We now provide a sufficient condition for (2): if the anytime
capacity of the channel is above a threshold determined by F,
then there exist a transmitter and a receiver such that (2) holds.

Proposition 1: Let ρ(F) represent the spectral radius, i.e.,
the largest of the magnitudes of all the eigenvalues, of F. For
any 2 � b < a, if there exists an α such that

α >
ab

a− b
ρ(F) (5)

and the α-anytime capacity C̆(α) of the channel satisfies

C̆(α) > log
(| det(F)|) (6)

then there exist a transmitter and a receiver such that (2) holds.
Proof: The proposition is proved by constructing a trans-

mitter as well as a receiver and showing that they achieve (2).
Here, we show the architecture of the transmitter and the
receiver, whereas a sketch for the proof of (2) is presented
in Appendix B.

A block diagram for the transmitter and the receiver is
shown in Fig. 1, with each block explained as follows.

Transmitter blocks:
(a) Linear transformation via M−1: A linear transformation

of the state θt is performed to obtain ψt given by

ψt := M−1θt . (7)

Here, M is a matrix that transforms F to its real Jordan
canonical form [27, Ch. 3] J as

F = MJM−1.

Authorized licensed use limited to: MIT Libraries. Downloaded on September 14,2022 at 13:37:16 UTC from IEEE Xplore.  Restrictions apply. 



474 IEEE CONTROL SYSTEMS LETTERS, VOL. 7, 2023

Fig. 1. Block diagram for the designed transmitter and receiver.

(b) Virtual controller1: An auxiliary controlled state φt is
computed as

φt := ψt +
t−1∑
t′=0

Jt−1−t′ut′ (8)

where ut′ is a control signal generated by the adaptive coder-
controller at time t′. Combining (1), (7), and (8) gives

φt = Jφt−1 + ut−1 +M−1νt .

(c) Adaptive coder-controller: Reference [16, Th. 2.1] can
be extended to show that there exist a coder and a controller
generating control ut at time t such that the bth moment of
‖φt‖ is bounded over time, i.e.,

sup
t�0

E
{‖φt‖b

}
<∞ . (9)

We refer to this pair of coder and controller, introduced in [16],
as adaptive coder-controller as it employs adaptive quantiza-
tion. The coder in this pair is referred to as an adaptive coder.
Specifically, the adaptive coder performs vector quantization
and generates a classification vector wj at time jτ for all j ∈ N,
where τ is the quantization period parameter for the coder. The
classification vector wj is given by

wj := ω
(
(φjτ − φ̂q,jτ )/ljτ

)
(10)

where the random vector φ̂q,jτ is an estimator of φjτ based
on previous classification vectors w0:j−1, the random variable
ljτ is an adaptive scaling factor, and ω(·) represents the vector
quantization operator described in Appendix A. Equation (10)
can be interpreted as follows: at time jτ , the error φjτ − φ̂q,jτ
of the estimator φ̂q,jτ based on w0:j−1 is scaled by ljτ , and
quantization is performed on such scaled error to generate the
new classification vector wj. Expressions of φ̂q,t and lt for an
arbitrary time t ∈ N are given in (20) of Appendix A.

The classification vector wj belongs to a finite set and thus
can be converted to data symbols via a bijection. Specifically,

1The aim of this block is to compute an auxiliary controlled state for the
encoding procedure. There is no physical controller in the block and this is
the reason for the word “virtual.”

Algorithm 1 Signal Processing by the Transmitter at Time t

Input: State θt
Output: Transmitted message mt

1: Perform linear transformation ψt ← M−1θt
2: Compute auxiliary controlled state φt according to (8)
3: Compute wj according to (10) if t = jτ for j ∈ N

4: Compute φ̂q,t and lt according to (20)
5: Compute control signal ut according to (21)
6: Evaluate symbol st by applying f s(·)
7: Generate mt based on s0:t using the anytime encoder

Algorithm 2 Signal Processing by the Receiver at Time t
Input: Received messages r0:t

Output: Estimator θ̂t
1: Evaluate ŝt′(r0:t) for t′ ∈ {0 : t} using the anytime decoder
2: Evaluate estimator ŵj(r0:t) of classification vector wj for

j ∈ {0 :�(t + 1)/τ� − 1} by applying f−1
s (·)

3: Compute φ̂t′(r0:t) and l̂t′(r0:t) according to (22) for t′ ∈
{0 : t − 1}

4: Compute ψ̂t according to (14)
5: Perform linear transformation θ̂t ← Mψ̂t

the adaptive coder generates symbols sjτ :(j+1)τ−1 by applying
a bijective function f s(·) on wj as

sjτ :(j+1)τ−1 = f s(wj) (11)

where st is chosen from an alphabet with 2r elements for any
t � 0, i.e., st can be represented by r bits. The data rate r of
the symbols generated by the adaptive coder satisfies

∣∣log(det(F))
∣∣ = ∣∣log(det(J))

∣∣ < r < C̆(α) . (12)

Symbol st is used by the anytime encoder as input at time t.
(d) Anytime encoder: Since r < C̆(α), there exists an any-

time encoder-decoder pair that is α-reliable (see Section II). In
particular, the anytime encoder generates message mt at time
t using s0:t and this message is transmitted via the channel.

Receiver Blocks:
(e) Anytime decoder: Using received messages r0:t, the

anytime decoder evaluates an estimator ŝt′(r0:t) of st′ for
t′ ∈ {0 : t}. According to the definition of anytime reliabil-
ity, (4) holds for a constant K that does not depend on t
or t′.

(f) Internal estimator: At time t, an estimator ŵj(r0:t) of
wj is evaluated as ŵj(r0:t) = f−1

s

(
ŝjτ :(j+1)τ−1(r0:t)

)
for j ∈

{0 :�(t+1)/τ�−1}, where f−1
s (·) is the inverse of f s(·) in (11).

Combining the fact that f−1
s is a bijection with (4) gives

P
{
ŵ0:j(r0:t) 	= w0:j

}
� K2−α(t−(j+1)τ+1) (13)

where ŵ0:j(r0:t) represents the concatenation of ŵ0(r0:t),
ŵ1(r0:t), . . . , ŵj(r0:t). Based on ŵ0:�(t+1)/τ�−1(r0:t), an estima-
tor φ̂t′(r0:t) of φ̂q,t′ and an estimator l̂t′(r0:t) of lt′ are computed
according to (22) in Appendix A for t′ ∈ {0 : t − 1}. Finally,
an estimator ψ̂t of ψt is computed as

ψ̂t :=
t−1∑
t′=0

Jt−t′ φ̂t′(r0:t) . (14)
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(g) Linear transformation via M: An estimator θ̂t of θt is
obtained via a linear transformation θ̂t := Mψ̂t.

The signal processing performed by the transmitter and the
receiver are summarized in Algorithm 1 and Algorithm 2,
respectively. Appendix B presents a sketch of the proof for (2)
when the above transmitter and receiver are employed. A
detailed proof can be found in [28, Appendix B.2.1]. �

Remark 1: In Proposition 1, the magnitudes of eigenvalues
of F are assumed to be no smaller than 1 for the simplicity
of presentation. This proposition can be extended to gen-
eral cases without this assumption by decomposing the state
space into a stable and an unstable subspace via a linear
transformation [15].

Proposition 1 is built on results in [16] and [17]. In par-
ticular, a control under communication constraints problem is
considered in [16], where the aim is to stabilize a linear system
in the mean square sense based on data generated by a coder
with a limited rate. In [16], the coder performs adaptive vector
quantization based on the system state, and an estimator of the
state is evaluated using the quantization output. The control
signal generated by the controller is a linear function of the
state estimator and is thus negatively affected by the error of
the estimator due to quantization. Such error is periodically
corrected by the coder in order to stabilize the system.

Different from the control problem studied in [16], this let-
ter considers filtering over noisy channels. Specifically, the
estimation error is due not only to quantization or other types
of lossy compression at the transmitter, but also to the cor-
ruption of received messages. In particular, error due to such
corruption cannot be corrected at the transmitter as the chan-
nel output is only available to the receiver. As a result, an
uncorrected error in decoding a data symbol generated by the
transmitter at a past time can propagate to the estimator of the
current state. Therefore, channel coding techniques are needed
to protect the transmitted data symbols. This can be achieved
by using anytime encoding and decoding. In particular, if the
anytime capacity of the channel is larger than the threshold
we found, then a pair of anytime encoder and decoder can be
constructed such that the probability of error for decoding data
symbols generated in the past is small. This compensates for
the effects of error propagation and ensures that the estimation
error is bounded.

We comment on the tightness of the sufficient condition
presented in Proposition 1 by comparing it with a necessary
condition for the estimation error to be bounded. Consider a
mild assumption that the differential entropy of νt is larger
than some constant h > −∞ for all t. Then, there exist an
encoder at the transmitter and an estimator θ̂t of θt at the
receiver that achieve (2) only if the Shannon capacity C of the
channel satisfies C > log(| det(F)|). Note that the right-hand
side of this inequality is the same as that in (6). Therefore, for
a channel whose Shannon capacity equals its anytime capac-
ity, such as a noiseless digital channel or a Gaussian channel
with feedback [17], Proposition 1 presents a necessary and
sufficient condition indeed. For a channel whose Shannon
capacity and anytime capacity are different, such a difference
determines the tightness of the condition in Proposition 1.

Next, Proposition 1 is extended to scenarios where the trans-
mitter does not know the state perfectly and only has a noisy
observation θ̃t of θt at time t. Since the state is unknown, the

transmitter generates the encoded message mt based on θ̃0:t.
The next corollary shows that if the moment of

∥∥θ̃t − θt
∥∥ is

bounded over time, then (6) is still a sufficient condition for
the existence of a transmitter and a receiver that achieve (2).

Corollary 1: Consider a scenario where mt is generated
based on θ̃0:t, where θ̃t is a noisy observation of θt. If θ̃t
satisfies

sup
t�0

E

{∥∥θ̃t − θt
∥∥a

}
<∞ (15)

for some a > b, and (6) holds for the α-anytime capacity
C̆(α) of the channel with α satisfying (5), then there exist a
transmitter and a receiver that achieve (2).

Proof: The idea of the proof is presented here due to limi-
tation of space. Inequality (15) indicates that θ̃t can be written
as θ̃t = Fθ̃t−1+ ν̃t for some random vector ν̃t that satisfies (3)
with νt replaced by ν̃t. Viewing θ̃t as the state, the transmit-
ter and the receiver perform the processing described in the
proof of Proposition 1 for generating the encoded messages
and evaluating the estimator θ̂t, respectively. The estimator θ̂t
can be shown to satisfy (2). �

A remaining question is, in what scenarios can the trans-
mitter obtain θ̃t satisfying (15)? An example scenario is that
θ̃t is a local estimator of θt at the transmitter based on its
measurements of the state. In particular, consider the scenario
where the transmitter obtains a measurement ξt at each time
t given by ξt = Gθt + ηt, where G is a deterministic matrix
and ηt is a zero-mean random vector representing the mea-
surement noise. If ηt satisfies (3) with νt replaced by ηt and if
(G, F) is observable, then the transmitter can construct a local
estimator θ̃t of θt using ξ0:t such that (15) holds. Note that
(G, F) is observable if and only if the rank of the observability
matrix

[
GT FTGT · · · (

FT)n−1GT]T equals the dimension n
of θt [1].

Finally, an application of Proposition 1 to a numerical
example in [2] is presented. In this example, the state is a
two-dimensional vector evolving according to (1) with F =[

1.25 0
1 1.1

]
, and νt is a Gaussian random vector whose covari-

ance matrix is time-invariant. The eigenvalues of F are 1.25
and 1.1. Therefore, ρ(F) = 1.25 and log(| det(F)|) = 0.46.
Moreover, (3) holds for any a > 2. Applying Proposition 1
with b = 2, and letting a approach infinity, we conclude that
if there exists an α > 2.5 such that the α-anytime capacity of
the channel satisfies C̆(α) > 0.46 bits per channel use, then
there exist a transmitter and a receiver such that (2) holds with
b = 2, i.e., the MSE of θ̂t is bounded over time.

IV. CONCLUSION

This letter investigated the problem of network filtering
using messages received via a noisy channel with gen-
eral models for state evolution and communication channels.
Specifically, we derived a sufficient condition for the channel
quality that ensures desirable filtering accuracy without assum-
ing that the state disturbance and channel noise are Gaussian.
We showed that if the anytime capacity of the channel is
above a threshold determined by the state evolution model,
then the estimation error at the receiver is bounded over time.
Our results provide insights for the design of communication
and inference algorithms for real-time applications.
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APPENDIX A

DETAILS OF THE ADAPTIVE CODER-CONTROLLER

AND INTERNAL ESTIMATOR

The adaptive coder (see Fig. 1) employs a vector quantizer
consisting of n scalar quantizers, where n is the dimension
of θt. In particular, a scalar quantizer is parameterized by
quantities μ, �, and ν, which determine the base, the length
of intervals, and the number of intervals, respectively, of the
quantizer. The quantization period τ described in Section III
as well as parameters μ and � are determined as follows.
Choose μ that satisfies | det(F)| < μ < 2C̆(α). Moreover,
choose appropriate values for τ , � > μb/(a−b), and ξ > 1
so that the following hold

n log ξ + n

τ
log μ < C̆(α)− log

(| det(F)|) (16a)

b

τ
log c� + b

(
1+ logμ �

)
log(ξ λ̄) < α (16b)

where c� := max
{
1,

μ�
2μ−2

}
and λ̄ := ρ(F) = ρ(J). In par-

ticular, we can always make (16) hold by choosing τ large
enough, � close to μb/(a−b) enough, and ξ close to 1 enough.

The scalar quantizer partitions the real line into μν intervals,
including two intervals (−∞,−�ν−1) and (�ν−1,∞) with
infinite lengths, as well as μν − 2 intervals with finite
lengths. Details of the partition are presented in [16]. Each
interval is assigned a distinct integer index. In particular,
(−∞,−�ν−1) and (�ν−1,∞) are assigned indices 0 and
μν − 1, respectively, whereas the other intervals are assigned
indices 1, 2, . . . , μν − 2. For any x ∈ R, the scalar quantizer
first determines the index ων(x) of the interval which x belongs
to. Then the scalar quantizer evaluates the reconstruction value
qν

(
ων(x)

)
, where qν(·) : {0 : μν − 1} �→ R is given by

qν(ω) :=
⎧⎨
⎩

midpoint of interval ω if ω ∈ {1 : μν − 2}
�ν−1 + κν

(
μν − 1

)
if ω = μν − 1

−�ν−1 − κν

(
0
)

if ω = 0

with function κν(·) : {0 : μν − 1} �→ R defined as

κν(ω) :=
{

half length of interval ω if ω ∈ {1 : μν − 2}
μ

2μ−2

(
�ν − �ν−1

)
if ω = 0 or μν − 1.

To present details for the vector quantizer, we intro-
duce a partition for a general n-dimensional vector x. Let
λ1, λ2, . . . , λm represent the distinct eigenvalues of F that are
either real or have positive imaginary parts. Partition x as

x =
[(

x(1)
)T (

x(2)
)T · · · (

x(m)
)T

]T
(17)

where x(k) consists of nk entries for k ∈ {1 : m}. Here, nk is
the algebraic multiplicity of λk if λk ∈ R, otherwise nk is
twice the algebraic multiplicity of λk. For any input x ∈ R

n,
the vector quantizer computes an n-dimensional classification
vector ω(x) by applying scalar quantization ωτk(·) on each
entry of x(k). In other words,

ω(x) :=
[(

ω(x)(1)
)T (

ω(x)(2)
)T · · · (

ω(x)(m)
)T

]T
(18)

with
[
ω(x)(k)

]
i = ωτk

([
x(k)]

i

)
, i ∈ {1 : nk} . (19)

Here, τk determines the number of intervals for the scalar
quantizion applied on

[
x(k)

]
i and is given by

τk := ⌊
τ logμ(ξ |λk|)

⌋+ 1 .

The vector quantizer also evaluates a reconstruction vector
q
(
ω(x)

) ∈ R
n. In particular, the argument of function q(·) is an

n-dimensional vector w such that each entry of w(k) belongs
to {0 : μτk − 1}, and q(w) is obtained by applying qτk(·) on
each entry of w(k). In other words, the ith entry of sub-vector
q(w)(k) is given by

[
q(w)(k)

]
i = qτk

([
w(k)

]
i

)
.

The adaptive coder evaluates an estimator φ̂q,t of φt and a
scaling factor lt at each time t as follows

φ̂q,t =
{

Jτ ljτ q(wj) if t
τ
= j+ 1 for j ∈ N

0 otherwise
(20a)

lt =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

max
{
σ, max

k∈{1 : m}
i∈{1 : nk}

{|λk|τ κτk

([
w(k)

�

]
i

)}
l�τ

}

if t
τ
= �+ 1 for � ∈ N

lt−1 if t
τ
	∈ N

σ if t = 0

(20b)

where w(k)
� is a sub-vector of the classification vector w� and

has nk entries (see (17)), and σ is a constant such that

sup
j∈N

E

{∥∥∥
τ∑

l=1

Jτ−lM−1νjτ+l

∥∥∥
a}

� σ a.

At time jτ , the adaptive coder computes the classification
vector wj according to (10), where ω(·) is defined in (18)
and (19). Vector wj can be represented by

∑m
k=1 nkτk log μ

bits as w(k)
j consists of nk entries with each entry

[
w(k)

j

]
i ∈{0 : μτk − 1}. Since a classification vector is generated

every τ time steps, the data rate r of the coder is r =
1
τ

∑m
k=1 nkτk log μ, which satisfies (12). The control ut at time

t is given by

ut := −Jφ̂q,t . (21)

Note that ut is completely determined by quantization output
as φ̂q,t is a function of classification vectors. If the above
coder-controller is employed, then (9) holds.

Next, expressions of φ̂t′(r0:t) and l̂t′(r0:t) evaluated by the
internal estimator are presented:

φ̂t′ (r0:t) =
{

Jτ l̂jτ (r0:t) q(ŵj(r0:t)) if t′
τ
= j+ 1 for j ∈ N

0 otherwise
(22a)

l̂t′ (r0:t) =

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

max
{
σ, max

k∈{1 : m}
i∈{1 : nk}

{|λk|τ κτk (
[
ŵ�(r0:t)

(k)
]

i)
}
l̂�τ (r0:t)

}

if t′
τ
= �+ 1 for � ∈ N

l̂t′−1(r0:t) if t′
τ
	∈ N

σ if t′ = 0

(22b)

where ŵ�(r0:t)
(k) is a sub-vector of ŵ�(r0:t) and has nk entries

(see (17)). Comparing (20) with (22) gives

φ̂t′(r0:t) = φ̂q,t′ ∀t′ ∈ {0 :(j+ 1)τ − 1},
if ŵ0:j−1(r0:t) = w0:j−1 . (23)
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APPENDIX B

SKETCH OF PROOF FOR (2)

Proof: Consider the following estimator ψ̂q,t of ψt

ψ̂q,t :=
t−1∑
t′=0

Jt−t′ φ̂q,t′ . (24)

Note that ψ̂q,t is a function of the quantization output of
the adaptive coder. Combining (24) with (21) and (8) gives
φt = ψt − ψ̂q,t, which shows θ̂t − θt = M(ψ̂t − ψt) =
M(ψ̂t− ψ̂q,t−φt). Applying triangle inequality as well as the
inequality (

∑L
l=1 yl)

x � Lx ∑L
l=1 yx

l for any positive integer L
and positive scalars x, y1, y2, . . . , yL, we obtain

E
{∥∥θ̂t − θt

∥∥b} � ‖M‖b2b
(
E

{∥∥ψ̂t − ψ̂q,t

∥∥b}+ E
{∥∥φt

∥∥b})
.

(25)

Combining (25) with (9), in order to establish (2) we only
need to show

sup
t�0

E

{∥∥ψ̂t − ψ̂q,t

∥∥b
}

<∞ . (26)

The idea for proving (26) is described here and a detailed
derivation is presented in [28, Appendix B.2.1]. According
to (14) and (24), ψ̂t − ψ̂q,t is determined by the differences
between φ̂t′(r0:t) and φ̂q,t′ for t′ ∈ {0 : t−1}. According to (22)
and (20), such differences are due to errors in ŵj(r0:t) for
j ∈ {0 : jt−1}, where jt := �(t−1)/τ�. Define je as the smallest
integer j ∈ {0 : jt−1} such that ŵj(r0:t) 	= wj. If such j does not
exist, then set je = jt. By definition, ŵ0:je−1(r0:t) = w0:je−1.
According to (23),

φ̂t′(r0:t) = φ̂q,t′ , ∀t′ ∈ {0 :(je + 1)τ − 1} . (27)

Combining (14), (24), (22a), (20a), and (27) gives

ψ̂t − ψ̂q,t =
jt∑

j=je+1

Jt−jτ (φ̂jτ (r0:t)− φ̂q,jτ
)
. (28)

Equation (28) shows that the difference φ̂(je+1)τ (r0:t) −
φ̂q,(je+1)τ , caused by error in estimating wje , is multiplied by

Jt−(je+1)τ when we compute ψ̂t − ψ̂q,t. Therefore, the effect

of the error in estimating wje on ψ̂t − ψ̂q,t would increase
exponentially with t − (je + 1)τ if the eigenvalues of J have
magnitudes larger than 1. On the other hand, since anytime
encoder and decoder are employed, the probability that there
is an error in estimating wje decreases exponentially with
t− (je + 1)τ (see (13)). When (5) and (16b) are satisfied, the
exponential decrease of the probability of error in estimating
wje outweighs the exponential increase of the error’s effect on
ψ̂t−ψ̂q,t. As a result, (26) holds. Combining (9), (25), and (26)
gives (2). �
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