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Establishing High-Fidelity Entanglement in
Quantum Repeater Chains
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Abstract— Entanglement is crucial for many applications such
as quantum computing, quantum sensing, and quantum commu-
nication. Establishment of entanglement between remote nodes,
referred to as remote entanglement establishment (REE), is a
key element of the quantum internet. This paper develops a
theoretical framework for establishing high-fidelity entanglement
between two remote nodes of a quantum repeater chain via
entanglement generation, distillation, and swapping operations.
In particular, an upper bound on the optimal REE rate under
minimum fidelity requirements is established, and an REE policy
that achieves such a bound asymptotically is presented. Results in
this paper provide guidelines for protocol design in the quantum
internet.

Index Terms— Entanglement distribution, entanglement distil-
lation, entanglement swapping, quantum networks.

I. INTRODUCTION

QUANTUM INTERNET is envisioned to provide
unprecedented opportunities for computing and com-

munication [1], [2], [3], [4], [5], [6], [7], [8], [9]. Quantum
internet is enabled by entanglement [10], [11], [12], a phe-
nomenon in quantum mechanics without classical counterpart.
In general, entanglement is a critical resource for many appli-
cations in quantum computing [13], [14], [15], [16], [17], [18],
[19], quantum sensing [20], [21], [22], [23], [24], [25], [26],
[27], and quantum communication [28], [29], [30], [31], [32],
[33], [34], [35], [36].

A critical task for enabling quantum internet is establish-
ing entanglement between remote nodes called source nodes
and destination nodes. This task is referred to as remote
entanglement establishment (REE) or remote entanglement
distribution [37], [38], [39], [40], [41], [42]. REE is challeng-
ing when the distances between source nodes and destination
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nodes are large since the quality of the communication
channels between the nodes degrades significantly with their
distances.

One method for overcoming this challenge is to employ
quantum repeater nodes located between the source nodes
and the destination nodes. In this method, qubit pairs are first
generated among nodes whose distances are smaller than those
between the source nodes and the destination nodes. Then,
these qubit pairs are consumed for establishing entangled qubit
pairs (EQPs) between the source nodes and the destination
nodes via entanglement swapping [43], [44], [45]. The quality
of the EQPs can be described by their fidelity with respect
to maximally entangled quantum states [46], [47], [48]. Since
quantum swapping typically degrades fidelity, the qubit pairs
established via swapping may not satisfy the fidelity require-
ment. One technique for addressing this issue is to perform
entanglement distillation [49], [50], [51], before and/or after
entanglement swapping. One class of influential entanglement
distillation protocols is that of recurrence protocols [52], [53],
[54], where quantum operations are performed on each two
qubit pairs to obtain one qubit pair with higher fidelity while
the other qubit pair is discarded.

REE has been studied in existing works [55], [56], [57],
[58], [59]. These works typically assume that quantum states
in REE remain maximally entangled, i.e., their fidelity remains
one, and thus the effects of quantum operations on fidelity are
not considered. There are some works that do not make such
an assumption and account for requirements on the fidelity
of EQPs [60], [61], [62]. Among these works that account
for fidelity requirements, most do not consider entanglement
distillation and impose constraints on the maximum number of
swapping operations in order to meet the fidelity requirements.
Another limitation of the existing literature is that some works
only consider a particular order for entanglement swapping
on repeater chains, a technique referred to as “doubling,”
and disregard other possible swapping orders. As a result,
a methodology for REE that accounts for both entanglement
distillation and swapping operations and that considers all
possible orders of swapping is still lacking.

A fundamental question for REE is: what is the optimal
rate at which entanglement can be established between remote
nodes while ensuring that the established EQPs satisfy the
fidelity requirements? The answer to this question will enable
the design of efficient REE policies for quantum internet. This
paper aims to develop a theoretical framework for establishing
high-fidelity entanglement in quantum repeater chains. In
order to develop such a framework, we advocate to use the
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TABLE I
NOTATION AND DEFINITIONS OF SOME MATHEMATICAL QUANTITIES

techniques of certainty equivalence and linear programming
for determining the performance limits of REE.

In this paper, we derive an upper bound of the optimal REE
rates for quantum repeater chains. This bound is shown to
be asymptotically achievable when the number of qubit pairs
generated over each elementary link is sufficiently large. The
key contributions of this paper are as follows:
• we present a general model for REE via entanglement

generation, distillation, and swapping accounting for each
operation’s effects on the fidelity of qubit pairs;

• we derive an upper bound of the optimal REE rate
under the requirement that the fidelity of EQPs exceeds
a desired threshold; and

• we design an REE policy that achieves the derived upper
bound asymptotically and validate the designed policy via
simulation.

The remaining sections of the paper are organized as fol-
lows. Section II presents the system model. Section III presents
the upper bound on the optimal REE rate and the design of
REE policy. Section IV presents numerical results. Section V
concludes the paper.

Notation: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors and
matrices are denoted by bold lowercase and uppercase letters,
respectively. For example, a random variable and its realization
are denoted by x and x, respectively; a random vector and
its realization are denoted by x and x, respectively. The
expectation of x is denoted by E{x}, whereas the conditional
expectation of x given y is denoted by E{x | y}. A random
variable x following the binomial distribution with n trials and
success probability p of each trial is denoted by x ∼ Bin(n, p).

The sets of real numbers and non-negative integers are denoted
by R and N, respectively. The composition of m copies of
function f is denoted by f◦m for a positive integer m. For
example, f◦1(·) := f(·), and f◦2(·) := f

(
f(·)

)
. Moreover,

f◦0 is defined as the identity mapping on real numbers, i.e.,
f◦0(x) := x for all x ∈ R. For non-negative integers i
and j with i ⩽ j, notation i : j represents the sequence
(i, i + 1, . . . , j). Given an n-dimensional vector x, a vector
consisting of its ith entry to jth entry is denoted by [x]i:j for
1 ⩽ i ⩽ j ⩽ n. The ℓ1 norm of vector x is denoted by |x|.
The relationship that vector x1 is larger than or equal to (resp.
smaller than or equal to) vector x2 entry-wise is represented
by x1 ≽ x2 (resp. x1 ≼ x2). The vector of zeros (resp.
ones) is denoted by 0 (resp. 1). The floor function is denoted
by ⌊·⌋, i.e., ⌊x⌋ represents the largest integer smaller than or
equal to x ∈ R. Given a vector x, notation ⌊x⌋ represents
a vector obtained by applying floor function to each entry of
x. Notation and definitions for some mathematical quantities
used in the paper are summarized in Table I. Acronyms and
their expansions used in the paper are summarized in Table II.

II. SYSTEM MODEL

This section introduces the network model, presents quan-
tum operations for a single qubit pair and for multiple qubit
pairs, and describes the objective of REE. The model described
in this section is the same as that presented in [63].

A. Network Model

Consider a quantum repeater chain (or chain for short)
consisting of L + 1 nodes identified by indices 0, 1, . . . , L,
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TABLE II
EXPANSIONS OF ACRONYMS

Fig. 1. Quantum repeater chain consisting of nodes identified by indices
0, 1, . . . , L. A qubit pair between two neighbor nodes, i.e., over an elementary
link, is represented by two grey dots connected by two curly purple lines.

as shown in Figure 1. The number L is referred to as the length
of the chain. Two nodes identified by consecutive indices
l − 1 and l for l = 1, 2, . . . , L are referred to as neighbors.
Nodes of the chain can be visualized as points on a horizontal
line such that node l − 1 lies immediately to the left of node
l. The aim of REE is to establish EQPs between the source
node 0 and the destination node L via quantum operations
including entanglement generation, entanglement distillation,
and entanglement swapping.

B. Quantum Operations Establishing a Single Qubit Pair

Entanglement generation, entanglement distillation, and
entanglement swapping for a single qubit pair are described
in the following.
• Entanglement generation: for 1 ⩽ l ⩽ L, create a qubit

pair called crude qubit pair (CQP) between nodes l−1 and
l. In particular, the density operator Ξl−1,l describing the
CQP shared by nodes l − 1 and l is given by

Ξl−1,l := wl−1,l
∣∣ϕ+⟩⟨ϕ+

∣∣ + (1− wl−1,l)
∣∣ψ+⟩⟨ψ+

∣∣
(1)

where 1/2 < wl−1,l ⩽ 1 is a scalar representing the
fidelity of (1) with respect to density operator

∣∣ϕ+⟩⟨ϕ+
∣∣.

All fidelities considered in this paper are computed with
respect to

∣∣ϕ+⟩⟨ϕ+
∣∣. Here and in (1),

∣∣ϕ+⟩ and
∣∣ψ+⟩ are

pure Bell states given by∣∣ϕ+⟩ :=
1√
2

(∣∣00⟩+
∣∣11⟩

)
∣∣ψ+⟩ :=

1√
2

(∣∣01⟩+
∣∣10⟩

)
where {

∣∣00⟩,
∣∣01⟩,

∣∣10⟩,
∣∣11⟩} represents the computa-

tional basis for two-qubit systems. Note that the CQP
is in mixed Bell state in general, and the CQP becomes
the pure state

∣∣ϕ+⟩ for the special case wl−1,l = 1.
• Entanglement distillation: for 0 ⩽ i < j ⩽ L, consume

two qubit pairs between nodes i and j to generate one
qubit pair called a distilled qubit pair. This operation is
referred to as entanglement distillation between nodes i
and j. Entanglement distillation can fail and the success
probability of distillation is determined by the fidelity of

the consumed qubit pairs. Specifically, the probability of
successfully creating one distilled qubit pair consuming
two qubit pairs with fidelity w is pd(w) given by [53]

pd(w) := w2 + (1− w)2. (2)

If the distillation operation is successful, the fidelity
gd(w) of the distilled qubit pair is given by [53]

gd(w) :=
w2

w2 + (1− w)2
. (3)

It holds that gd(w) ⩾ w for any 1/2 < w ⩽ 1, with
equality achieved if and only if w = 1. This shows that
distillation increases fidelity, which comes at the cost of
the number of qubit pairs. Entanglement distillation can
be performed recursively. That is to say, two distilled
qubit pairs can be consumed to create one qubit pair with
even higher fidelity via entanglement distillation.

• Entanglement swapping: for 0 ⩽ i < j < l ⩽ L,
consume one qubit pair between nodes i and j and one
qubit pair between nodes j and l to create one qubit
pair called a swapped qubit pair between nodes i and
l. This operation is referred to as entanglement swapping
between nodes i and l at node j. Entanglement swapping
can fail and the success probability of swapping one
qubit pair between nodes i and l is denoted by q with
0 < q ⩽ 1. The fidelity of the successfully swapped
qubit pair is determined by those of the consumed qubit
pairs. Specifically, let w represent the fidelity of the qubit
pair between nodes i and j, and let w′ represent the
fidelity of the qubit pair between nodes j and l. If the
swapping operation is successful, the fidelity gs(w, w′)
of the swapped qubit pair is given by [43]

gs(w, w′) := ww′ + (1− w)(1− w′) . (4)

It holds that gs(w, w′) ⩽ min{w, w′} for any 1/2 <
w, w′ ⩽ 1, with equality achieved if and only if w = 1 or
w′ = 1. This shows that swapping reduces fidelity.

The entanglement generation operation and the density oper-
ator Ξl−1,l for the CQPs are explained as follows. Consider
the entanglement generation operation over an elementary link
(l− 1, l). First, node l − 1 prepares a Bell state

∣∣ϕ+⟩ locally.
Then, node l − 1 keeps the first qubit of the Bell state and
sends the second qubit to node l via a quantum channel.
The qubit kept by node l − 1 and the qubit received by
node l constitute a remote qubit pair. Due to the quantum
channel, the remote qubit pair becomes a mixed state and its
fidelity falls below one. In particular, if the quantum channel
is a bit flip channel [46], then the remote qubit pair can be
written as the right-hand side of (1). Such a remote qubit
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pair is a CQP obtained via entanglement generation. For
more general quantum channels such as two-Kraus-operator
channels, we consider the scenario where the adaptive tech-
nique proposed in [53] is employed to mitigate the negative
effect of the channel. The intermediate outcomes of such
an adaptive technique are viewed as CQPs and their density
operator can be written as in (1). Specifically, the adaptive
technique proposed in [53] consists of three steps: remote
shared-state preparation (RSSP), first round of distillation, and
following rounds of distillation. The RSSP step consists of
local unitary operations, quantum measurement, and classical
communication. The first round of distillation and following
rounds of distillation are the same as the entanglement distil-
lation operation described earlier in this paper. We view the
concatenation of RSSP and the first round of distillation as the
entanglement generation operation. Consequently, the qubit
pairs successfully distilled by the first round of distillation
are CQPs. The density of these CQP can be written as
in (1) [53, Appendix F]. Note that the following rounds of
distillation in the adaptive technique are viewed as entan-
glement distillation operations and not part of entanglement
generation.

Both entanglement distillation and swapping operations are
critical for REE. In particular, entanglement distillation is
performed in order to ensure that the EQPs satisfy the fidelity
requirement. The significance of entanglement swapping can
be seen by regarding qubit pairs between node i and node j as
a link between the two nodes. This link is denoted by (i, j) and
the length of the link is defined to be |j− i|. For the case that
|j− i| = 1, the link (i, j) is referred to as an elementary link.
REE aims to create a link of length L, whereas entanglement
generation can only create links of length 1. Entanglement
swapping creates longer links by consuming qubit pairs on
shorter links so that REE can be achieved.

Quantum operations described in this section require
quantum memories for storing the qubit pairs created by
entanglement generation, distillation, and swapping. Qubit
pairs decohere as they are stored in the memory and their
fidelities decrease with time due to the interaction with the
environment [64], [65], [66]. The amount of time for which
the fidelity of qubit pairs does not decrease significantly as
they stay in memory is referred to as memory coherence time.
One method for mitigating the effects of memory decoherence
is to perform memory cutoff, namely discarding qubit pairs
that have stayed in the memory for a long time compared to
the memory coherence time or discarding qubit pairs whose
fidelities have dropped significantly [67], [68], [69]. In this
paper, we consider scenarios in which quantum memories
with large coherence times are employed by the repeater
chain so that the decoherence is insignificant. Indeed, quantum
memories with large memory coherence times have been
reported in the literature. For example, quantum memories
realized via silicon-vacancy centers, ions, and atoms can
achieve memory coherence time of tens of microseconds [70].
For scenarios in which decoherence is non-negligible, the
REE rates would decrease. Consequently, the upper bounds
derived in this paper still hold but become difficult to
achieve.

C. Quantum Operations Establishing Multiple Qubit Pairs

Quantum operations described in Section II-B can be per-
formed for multiple qubit pairs. Specifically, multiple qubit
pairs can be created over a link (l − 1, l) via entanglement
generation. The density operators of the generated qubit pairs
are all given by (1) and thus they have the same fidelity.

Entanglement distillation can be performed on multiple
qubit pairs. Suppose that there are ni,j qubit pairs between
nodes i and j, each with fidelity wi,j . Then ni,j qubit pairs
can be consumed to create distilled qubit pairs between nodes
i and j. This quantum operation is called performing “one
round of distillation between nodes i and j” and is denoted
by di,j . The number of qubit pairs created by di,j is a random
variable determined by the success of the distillation operation
for each qubit pair between nodes i and j. In particular, the
successes of distillation for different qubit pairs are assumed
independent, and thus the number of qubit pairs created by
di,j follows a binomial distribution given by

Bin
(⌊ni,j

2

⌋
, pd

(
wi,j

))
where pd(·) is given in (2). The fidelity of these successfully
distilled qubit pairs is gd

(
wi,j

)
, where gd(·) is given in (3).

As mentioned in Section II-B, rounds of entanglement
distillation can be performed recursively. Specifically, the
qubit pairs created by performing one round of entanglement
distillation between nodes i and j can be consumed to perform
another round of distillation in order to further improve the
fidelity of the distilled qubit pairs. This is called performing
“two rounds of distillation between nodes i and j.” The
operation of performing c rounds of distillation between nodes
i and j can be defined for c ∈ N. Such an operation can be
represented by a sequence consisting of c copies of di,j and
is denoted by di,j

c for short. In this paper, all the qubit pairs
that are consumed in the cth round of distillation are those
successfully created in the (c − 1)th round of distillation for
c ⩾ 2, whereas all the qubit pairs that are consumed in the
first round of distillation are CQPs. As a result, all the qubit
pairs consumed in a certain round of distillation have the same
fidelity. This is a typical assumption for recurrence entangle-
ment distillation protocols. There are entanglement distillation
protocols such as the entanglement pumping protocol [61]
where qubit pairs with different fidelities are consumed in a
certain round of distillation. These protocols are typically less
efficient for achieving a given level of fidelity compared to
recurrence protocols and are not considered in this paper [71].

Entanglement swapping can also be performed on multiple
qubit pairs. Suppose that there are ni,j qubit pairs between
nodes i and j, each with fidelity wi,j , whereas there are nj,l

qubit pairs between nodes j and l, each with fidelity wj,l. Then
min

{
ni,j , nj,l

}
qubit pairs between nodes i and j, together

with the same number of qubit pairs between nodes j and l,
can be consumed to create qubit pairs between nodes i and l
via entanglement swapping. This quantum operation is called
performing “one round of swapping between nodes i and l at
node j” and is denoted by si,j,l. The number of qubit pairs
created by si,j,l is a random variable determined by the success
of the swapping operation for each qubit pair between nodes
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i and l at node j. In particular, the successes of swapping
for different qubit pairs are assumed independent, and thus
the number of qubit pairs created by si,j,l follows a binomial
distribution given by

Bin
(
min

{
ni,j , nj,l

}
, q

)
.

The fidelity of these successfully swapped qubit pairs is
gs

(
wi,j , wj,l

)
, where gs(·, ·) is given in (4).

D. Objective of REE
The aim of REE is to create EQPs between node 0 and

node L with acceptable fidelity via the quantum operations
described in Section II-B. Specifically, a qubit pair established
between these two nodes is referred to as an EQP if its
fidelity is above a given threshold w > 1/2. Note that a
threshold for the fidelity of EQPs is employed since, in many
applications, a qubit pair whose fidelity is low may not be
useful. For example, it has been shown that in the application
of secure quantum key distribution (QKD) on repeater chains,
the secret-key rate drops to zero, i.e., no secure quantum key
can be distributed, if the fidelity of the qubit pairs between the
two parties aiming to create private keys falls below certain
values [72], [73], [74]. The value of w can be determined
based on the applications that the EQPs are used for. For
example, w can be chosen to maximize secret key rates
accounting for tradeoffs between raw key rates and secret
fractions. Specifically, the secret key rate is the product of
the raw key rate with the secret fraction [75]. On the one
hand, setting a high w would decrease the raw key rate as
more entanglement distillation operations are required to meet
the fidelity requirement. On the other hand, setting a high
w would increase the secret fraction as entanglement with
higher fidelities are used for QKD. The expressions of raw
key rates and secret fractions as functions of the fidelities of
entanglement depend on REE protocols and QKD protocols.
Such expressions can be found in [67], [71], and [76].

The objective function of REE, named REE rate,
is described as follows. Each elementary link is given a
budget on the number of CQPs it can generate. The objective
is to maximize the expected number of established EQPs
between nodes 0 and L by designing an REE policy, which
contains a sequence of entanglement generation, distillation,
and swapping operations. Specifically, for l = 1, 2, . . . , L, let
bl−1,l represent the budget of CQPs for the elementary link
(l − 1, l), and let wl−1,l represent the fidelity of the CQPs
generated on this link. Moreover, define CQP budget vector b
and CQP fidelity vector w as

b :=
[
b0,1 b1,2 · · · bL−1,L

]T
(5a)

w :=
[
w0,1 w1,2 · · · wL−1,L

]T
. (5b)

Given b and w, the number of EQPs established between
nodes 0 and L via a policy π is a random variable denoted
by zπ(b,w). Define the REE rate rπ(b,w) of policy π as
the ratio between the expectation of zπ(b,w) and the average
CQP budget |b|/L among all elementary links, i.e.,

rπ(b,w) :=
L

|b|
E

{
zπ(b,w)

}
.

Note that 0 ⩽ rπ(b,w) ⩽ 1 for any policy π, since

0 ⩽ zπ(b,w) ⩽ min
{
b0,1, b1,2 · · · bL−1,L

}
⩽ |b|/L .

The optimal REE rate r∗(b,w) is defined as the maximum of
the REE rates over all policies, i.e.,

r∗(b,w) := max
π

rπ(b,w) . (6)

This paper aims to derive an upper bound on r∗(b,w) and to
design REE policies whose rates approach this bound.

Investigating r∗(b,w) is a challenging task since there are
multiple manners in which entanglement can be established.
To explain the challenges, the notion of REE procedures
defined in Section III is used. An REE procedure is a sequence
of entanglement distillation and swapping operations. For a
repeater chain, an efficient REE policy typically involves
selecting different REE procedures, allocating a proportion of
the CQP budget to each selected REE procedure, generating
CQPs according to the allocated budget, and consuming these
CQPs to perform the quantum operations specified by that
REE procedure. For example, consider a chain of length L =
3 and assume that the fidelities of the CQPs are sufficiently
high so that no distillation is needed to satisfy the fidelity
requirement. There are two REE procedures for establishing
entanglement between nodes 0 and 3. The first REE procedure
consists of s0,1,2 and s0,2,3, namely performing swapping
between nodes 0 and 2 at node 1 first, then performing
swapping between nodes 0 and 3 at node 2. The second
REE procedure consists of s1,2,3 and s0,1,3, namely swapping
between nodes 1 and 3 at node 2 first, then swapping between
nodes 0 and 3 at node 1. An efficient REE policy may select
both procedures, allocate part of the CQP budget to each REE
procedure, and perform the quantum operations according to
the selected REE procedure. As the chain becomes longer and
as distillation operations need to be included in REE proce-
dures, the number of REE procedures becomes significantly
larger. As a result, selecting REE procedures and allocating
the CQP budget efficiently become more difficult.

Some comments that compare the terminology used in this
paper with that in the literature are in order. In some existing
works on quantum networks, CQPs are referred to as link-
level entanglements, whereas EQPs are referred to as end-to-
end entanglements [77], [78], [79]. In this paper, CQP is used
to emphasize that the fidelities of qubit pairs generated over
elementary links may be low and thus entanglement distillation
operations are required. Moreover, EQP is used to emphasize
that the fidelities of qubit pairs between the source node and
destination node are required to exceed a given threshold.

III. UPPER BOUNDS ON REE RATES

This section first introduces notions required for establishing
upper bounds on REE rates, including enode graphs, REE pro-
cedures, and the number of established EQPs under certainty
equivalence (CE). Then the upper bounds are presented.

A. Enode Graphs and REE Procedures

Enodes and enode graphs are notions used for describ-
ing quantum operations performed on a chain. In particular,
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an enode corresponds to entanglement established between
two nodes in the quantum network. The definition of an enode
is presented in the following.

Definition 1 (Enode): Let i and j represent two nodes on
the chain with i < j. An enode ei,j

c represents qubit pairs
between nodes i and j, where c ∈ N specifies the rounds of
distillations that have been performed between nodes i and j
after link (i, j) is created. □

For example, e0,1
0 represents CQPs between nodes 0 and

1 obtained via entanglement generation, e0,1
1 represents qubit

pairs between nodes 0 and 1 obtained by performing one round
of distillation on CQPs between these two nodes, whereas
e0,2
0 represents qubit pairs between nodes 0 and 2 obtained

by performing swapping between nodes 0 and 2 at node 1.
An enode graph is a directed acyclic graph (DAG) [80]. In a

DAG, if there is an edge pointing from vertex v1 to vertex
v2, then v1 is called a predecessor of v2 and v2 is called a
successor of v1. Let l1 and l2 be the indices of two nodes
on the chain with 0 ⩽ l1 < l2 ⩽ L. Then l1 : l2 represents
a chain with l1 and l2 being the source node and destination
node, respectively. An enode graph for l1 : l2 is defined below.1

Definition 2 (Enode Graph): An enode graph Ge for a
chain l1 : l2 is a DAG that satisfies the following conditions.

• Each vertex of Ge is an enode ei,j
c with l1 ⩽ i < j ⩽ l2.

• Graph Ge has l2−l1 vertices with zero predecessor. These
vertices are el1,l1+1

0 , el1+1,l1+2
0 , . . . , el2−1,l2

0 represent-
ing CQPs generated over elementary links.

• Graph Ge has one vertex with zero successor. This vertex
is el1,l2

c for some c ∈ N representing established qubit
pairs between nodes l1 and l2. Each of the other vertices
has one successor.

• There is an edge pointing from ei,j
c to ei,j

c+1 if entangle-
ment distillation di,j is performed consuming qubit pairs
represented by ei,j

c .
• There is an edge pointing from ei,j

c1
to ei,l

0 and an edge
pointing from ej,l

c2
to ei,l

0 if entanglement swapping si,j,l

is performed consuming qubit pairs represented by ei,j
c1

and ej,l
c2

for c1 ∈ N and c2 ∈ N. □

By definition, except for vertices with zero predecessor, all
the vertices have either one or two predecessors. If ei,l

0 has two
predecessors ei,j

c1
and ej,l

c2
with i < j < l, then ei,j

c1
and ej,l

c2

are referred to as the left predecessor and right predecessor,
respectively, of ei,l

0 . Two examples of enode graphs on a chain
0 : 2 are shown in Fig. 2. The enodes and enode graphs defined
in this paper are generalizations of those introduced in [37].
Specifically, these two notions reduce to those defined in [37]
if entanglement distillation is not considered.

Given an enode graph Ge and a vertex v on Ge, define G(v)
as a subgraph of Ge consisting of all the vertices that can reach
v as well as the edges between these vertices. Here, vertex v′

can reach vertex v if there is a path that starts at v′ and ends
at v. In particular, any vertex v reaches itself. An example of
such a subgraph is shown in Fig. 2(a).

1Employing enode graphs for the design of REE policies is akin to the
philosophy of solving difficult problems in the transform domain [81], [82].
This philosophy has been applied to address both classical and quantum
communication problems [37], [83], [84].

Fig. 2. Enode graphs on a chain 0 : 2. (a): enode graph associated with
REE procedure ua := (d0,1, d1,2, s0,1,2). Subgraph G

(
e0,1
1

)
contains nodes

inside the orange dashed rectangle. (b): enode graph associated with REE
procedure ub := (s0,1,2, d0,2). Entanglement distillation corresponding to
vertical arrows and entanglement swapping corresponding to slanted arrows
are also shown.

An REE procedure is a sequence of entanglement dis-
tillation and swapping operations. To present the notion of
REE procedures, we define a sequence of quantum operations
associated with an enode graph as follows.

Definition 3: Let v represent the vertex in an enode graph
Ge for a chain l1 : l2 with zero successor. Define a sequence
h(Ge) as follows.
• If v is the only node in Ge, then h(Ge) is an empty

sequence.
• If v has only one predecessor ei,j

c with c ∈ N, then

h(Ge) =
(
h

(
G
(
ei,j
c

))
, di,j

)
.

• If v has a left predecessor ei,j
c1

and a right predecessor
ej,l
c2

with c1, c2 ∈ N, then

h(Ge) =
(
h

(
G
(
ei,j
c1

))
, h

(
G
(
ej,l
c2

))
, si,j,l

)
. (7)

□
REE procedures are defined in the following.

Definition 4 (REE Procedure): A sequence u is an REE
procedure if u = h(Ge) for some enode graph Ge. In par-
ticular, u is referred to as an REE procedure associated
with Ge. □

As an example, the REE procedures associated with enode
graphs shown in Fig. 2 are presented in the caption of that
figure. For simplicity, an REE procedure associated with an
enode graph on chain l1 : l2 is referred to as an REE proce-
dure on l1 : l2. Recall that an REE policy involves selecting
different REE procedures, allocating a proportion of the CQP
budget to each selected REE procedure, generating CQPs
according to the allocated budget, and consuming these CQPs
to perform the quantum operations according to the selected
REE procedure.

Remark 1: In the case corresponding to the third bullet of
Definition 3, the quantum operations associated with G

(
ei,j
c1

)
containing the left predecessor ei,j

c1
are arranged in front

of quantum operations associated with G
(
ej,l
c2

)
containing

the right predecessor ej,l
c2

, as shown in (7). The following
two comments are made on such an arrangement. First, this
arrangement is chosen to ensure that there is only one sequence
of quantum operations associated with an enode graph. For
example, if an alternative arrangement is adopted so that
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quantum operations associated with G
(
ej,l
c2

)
are in front of

those associated with G
(
ei,j
c1

)
, i.e., h

(
G
(
ei,j
c1

))
and h

(
G
(
ej,l
c2

))
in (7) are switched, then a different sequence of quantum
operations associated with the same enode graph would be
defined. Employing the arrangement in Definition 3 avoids
such a sequence and thus simplifies the presentation of the
paper. Second, this arrangement is unrelated to the order
in which quantum operations associated with G

(
ei,j
c1

)
and

G
(
ej,l
c2

)
are performed in practice. Indeed, quantum operations

associated with G
(
ej,l
c2

)
can be performed in parallel with or

before those associated with G
(
ei,j
c1

)
. □

An REE procedure u on a chain l1 : l2 has the following
properties. First, if the length of the chain l2 − l1 equals 1,
then u = dl1,l2

c for some c ∈ N. Second, if l2 − l1 > 1, then
u can be written as

u =
(
uL, uR, sl1,l,l2 , dl1,l2

c

)
(8)

where l is a node index satisfying l1 < l < l2, sequences
uL and uR represent REE procedures on l1 : l and l : l2,
respectively, and c ∈ N. For example, ua associated with
Fig. 2(a) can be written as in (8) with uL = d0,1, uR = d1,2,
l = 1, and c = 0; REE procedure ub associated with
Fig. 2(b) can be written as in (8) with uL and uR being
empty sequences, l = 1, and c = 1. Note that the subscripts
‘L’ and ‘R’ indicate that l1 : l and l : l2 can be viewed as a
left sub-chain and a right sub-chain, respectively, of l1 : l2.
The connection between (8) and enode graph is explained in
the following. Let Ge be the enode graph that u is associated
with, i.e., u = h(Ge). Then Ge contains a vertex el1,l2

0

whose left predecessor and right predecessor are el1,l
c1

and
el,l2
c2

, respectively, for some c1, c2 ∈ N. In particular, el1,l2
0

represents qubit pairs obtained via entanglement swapping
sl1,l,l2 . REE procedure u can be written as in (8), where uL

and uR are associated with subgraphs G
(
el1,l
c1

)
and G

(
el,l2
c2

)
,

respectively, i.e., uL = h
(
G
(
el1,l
c1

))
and uR = h

(
G
(
el,l2
c2

))
.

Using CQPs generated over elementary links on a chain
l1 : l2, EQPs between nodes l1 and l2 can be established by
performing in sequence the quantum operations that make up
an REE procedure u. This procedure is called “performing
u on the chain.” The fidelity of the established qubit pairs is
affected by the fidelities of CQPs consumed performing u.
To explain this, define the CQP fidelity vector w for chain
l1 : l2 as

w :=
[
wl1,l1+1 wl1+1,l1+2 · · · wl2−1,l2

]T
(9)

where wl−1,l represents the fidelity of CQPs between nodes
l−1 and l before u is performed for l = l1 +1, l1 +2, . . . , l2.
Note that w defined in (5b) is a special case of definition (9)
with l1 = 0 and l2 = L. The fidelity of qubit pairs successfully
established between nodes l1 and l2 after performing u is a
deterministic function gu(w) of w parameterized by u. This
function is a composition of gs(·, ·) and gd(·) given by (4)
and (3) and is obtained in a recursive manner. For the case
where the length of the chain l2 − l1 is 1, it holds that u =
dl1,l2

c for some c ∈ N, and gu(w) = g◦cd

(
wl1,l2

)
. For the

case where l2 − l1 > 1, write u as in (8), and partition w as

w =
[
wT

L wT
R

]T
, where

wL := [w]1:l−l1 wR := [w]l−l1+1:l2−l1 . (10)

Then gu(w) is given by

gu(w) = g◦cd

(
gs

(
guL(wL), guR(wR)

))
.

As an example, for ua and ub shown in Fig. 2, gua(w) =
gs

(
gd(w0,1), gd(w1,2)

)
and gub(w) = gd

(
gs(w0,1, w1,2)

)
.

Building on the definition of gu(w), we define feasible REE
procedures as follows.

Definition 5 (Feasible REE Procedure): An REE proce-
dure u on a chain is said to be feasible for CQP fidelity vector
w and EQP fidelity threshold w if the fidelity of qubit pairs
established by performing u exceeds w, i.e., gu(w) > w. □

The number of qubit pairs established by performing an
REE procedure is a random variable and is affected by
the fidelities and number of CQPs consumed by this REE
procedure. To formalize this concept, define the CQP number
vector n for chain l1 : l2 as

n :=
[
nl1,l1+1 nl1+1,l1+2 · · · nl2−1,l2

]T
where nl−1,l represents the number of CQPs between nodes
l− 1 and l before u is performed. The number of qubit pairs
established between nodes l1 and l2 after performing u is a
random variable and is denoted by žu(n,w).

The distribution of žu(n,w) is obtained in a recursive
manner. For the case where the length of the chain l2 − l1 is
1, it holds that u = dl1,l2

c for some c ∈ N, and

žu(n,w) ∼ Bin
(⌊nl1,l2

2c

⌋
,

c∏
k=1

pd

(
g
◦(k−1)
d (wl1,l2)

))
. (11)

To explain (11), note that obtaining one qubit pair via c
rounds of distillation requires 2c CQPs, and all the c rounds
of distillation need to be successful. In particular, since the
fidelity of qubit pairs before the kth round of distillation is
g
◦(k−1)
d (wl1,l2), the success probability of the kth round of

distillation is pd

(
g
◦(k−1)
d (wl1,l2)

)
. Consequently, the proba-

bility that all the c rounds of distillation are successful is the
second parameter of the binomial distribution in (11). Note
that the product in (11), i.e., the success probability of the
binomial distribution, must be interpreted as 1 if c = 0.

For the case where l2 − l1 > 1, write u as in (8), and
partition n as n =

[
nT

L nT
R

]T
, where

nL := [n]1:l−l1 and nR := [n]l−l1+1:l2−l1 . (12)

To derive the distribution of žu(n,w), consider the number
of qubit pairs žŭ(n,w) after performing ŭ defined as

ŭ :=
(
uL,uR, sl1,l,l2

)
. (13)

Note that u =
(
ŭ,dl1,l2

c

)
according to (8). By definition, the

number of qubit pairs on l1 : l and on l : l2 immediately before
performing sl1,l,l2 are žuL(nL) and žuR(nR), respectively.
After performing sl1,l,l2 , the number of qubit pairs between
nodes l1 and l2 becomes žŭ(n,w), which satisfies

žŭ(n,w) ∼ Bin
(
min

{
žuL(nL), žuR(nR)

}
, q

)
. (14)
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Finally, dl1,l2
c is performed consuming these žŭ(n,w) qubit

pairs in order to complete performing u. Consequently, for
l2 − l1 > 1,

žu(n,w)∼Bin
(⌊ žŭ(n,w)

2c

⌋
,

c∏
k=1

pd

(
g
◦(k−1)
d (wl1,l2)

))
.

(15)

Using the notion of REE procedures, an REE policy π on
a chain l1 : l2 can be decomposed into multiple iterations,
where each iteration consists of: 1) generating CQPs over
each elementary link using a proportion of the budget, and
2) establishing EQPs by performing a feasible REE procedure
consuming the generated CQPs. Then the REE rate of π is
the total expected number of established EQPs in all iterations
divided by the average budget. Specifically, let nl−1,l

k represent
the number of CQPs generated between nodes l − 1 and l in
the kth iteration, and define the generation vector of the kth
iteration as nk :=

[
nl1,l1+1

k nl1+1,l1+2
k · · · nl2−1,l2

k

]T
. The

total number of allocated CQPs of all the iterations over each
elementary link cannot exceed its budget. That is,

∑
k nk ≼ b,

where b :=
[
bl1,l1+1 bl1+1,l1+2 · · · bl2−1,l2

]T
represents

the CQP budget vector. Denote the REE procedure performed
in the kth iteration by uk. Then the expected number of
established EQPs in the kth iteration is E

{
žuk

(nk,w)
}

.
Consequently, the REE rate rπ(b,w) of this policy is given
by

rπ(b,w) =
l2 − l1
|b|

K∑
k=1

E
{
žuk

(nk,w)
}

(16)

where K represents the total number of iterations. This shows
that determining the optimal policy is equivalent to determin-
ing the total number K of iterations, the generation vector
nk, and the REE procedure uk performed in each iteration
k = 1, 2, . . . ,K.

B. Number of Established EQPs Under Certainty Equivalence

The number of EQPs established by an REE under CE is a
notion motivated as follows. Computing the expected number
of established EQPs E

{
žu(n,w)

}
is challenging in general,

making optimal REE policies difficult to design. One method
for obtaining insights into the design of REE policies is to
approximate the expected number of established EQPs via a
technique named CE. This technique replaces random vari-
ables by their expected values, thereby removing randomness
and simplifying mathematical calculations. CE is a technique
that has been applied in control theory and reinforcement
learning [85], [86], [87]. For example, it was shown that
applying CE does not affect the optimal control policies for
linear-quadratic-Gaussian (LQG) control problems [88], [89],
[90]. In LQG control problems, the aim is to design control
signal for each instant of time in order to stabilize the states
of a linear system perturbed by process noise that follows a
Gaussian distribution. The control signal is a function of linear
observations of the states in the presence of measurement
noise that follows a Gaussian distribution. The objective is to
minimize a quadratic function of the states and control signals.

LQG problems can be solved via CE, where the optimal
control law treats the conditional expectation of the state given
the observations as the true state value. LQG problems are
completely different than the REE problem studied in this
paper: in the REE problem, the status of the quantum repeater
chain cannot be modeled as a linear system, the objective
function is not quadratic, and the randomness of the system
is due to the failure of entanglement distillation and swapping
instead of process noise and measurement noise.

To explain approximation via CE, consider calculating
E

{
žu(n,w)

}
for an REE procedure u that can be written

as in (8). Using the law of iterated expectations [91],

E
{
žu

(
n,w

)}
= E

{
E

{
žu

(
n,w

) ∣∣ žŭ

(
n,w

)}}
(17)

where ŭ is defined in (13). The conditional distribution of
žu

(
n,w

)
given žŭ

(
n,w

)
is shown in (15). Omitting the floor

function in (15), we can approximate the conditional expecta-
tion in (17) by žŭ

(
n,w

)
β(c, wl1,l2), where the function β(·, ·)

is defined as

β(m, w) :=
1

2m

m∏
k=1

pd

(
g
◦(k−1)
d (w)

)
m ∈ N, 1/2 < w ⩽ 1. (18)

Note that β(·, ·) is the inverse of the notion “purification
resources” defined in [61]. Substituting this approximate con-
ditional expectation into (17), E

{
žu

(
n,w

)}
is approximated

by E
{
žŭ

(
n,w

)}
β(c, wl1,l2). Applying (14),

E
{
žŭ

(
n,w

)}
= q E

{
min

{
žuL(nL), žuR(nR)

}}
. (19)

Applying CE, we approximate žuL(nL) and žuR(nR) by their
expectations. As a result, E

{
žu

(
n,w

)}
is approximated by

q min
{
E

{
žuL(nL)

}
, E

{
žuR(nR)

}}
β
(
c, wl1,l2

)
.

The above procedure can be used for approximating
E

{
žuL(nL)

}
and E

{
žuR(nR)

}
. As a result, an approximation

of E
{
žu

(
n,w

)}
is obtained via CE in a recursive manner.

Using the above idea, the number of EQPs established by
an REE procedure under CE is defined as follows.

Definition 6 (Number of Established EQPs Under CE):
Let n and w represent a CQP number vector and a CQP
fidelity vector, respectively, on chain l1 : l2, and let u
represent an REE procedure on this chain. The number
ζu(n,w) of EQPs established by u under CE is defined as
follows.
• If l2 − l1 = 1, then u = dl1,l2

c for some c ∈ N. In this
case,

ζu(n,w) := β
(
c, wl1,l2

)
nl1,l2 . (20)

• If l2 − l1 > 1, then u can be written as in (8). In this
case,

ζu(n,w) := q min
{
ζuL(nL,wL), ζuR(nR,wR)

}
× β

(
c, gŭ(w)

)
(21)

where nL, wL, nR, and wR are defined in (10) and (12),
while ŭ is defined in (13).

□
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Remark 2: It should be emphasized that the upper
bound (25) to be established in this section is on the exact
optimal REE rate r∗(b,w), which is calculated without any
approximation. Indeed, the approximation via CE aims only to
provide insights into the design of REE policies and to serve
as a tool for proving the upper bound. Note that by law of large
numbers, the accuracy of approximation via CE is improved
when the number of CQPs generated over each elementary
link becomes sufficiently large. □

The next proposition shows properties of ζu(n,w) that will
be used later.

Proposition 1: Function ζu(n,w) has the following
properties.

1) Monotonicity: if n ≽ n′, then ζu(n,w) ⩾ ζu(n′,w).
2) Concavity: ζu(n,w) is concave with respect to n.
3) Upper bound on expected number of established EQPs:

the following inequality holds for arbitrary n and w

E
{
žu(n,w)

}
⩽ ζu(n,w) . (22)

□
Proof: The proposition can be proved via induction. In par-

ticular, Jensen’s inequality is used for proving the third
property. Details of the proof are omitted. ⊠

Finally, the notion of efficient REE procedures under CE is
introduced.

Definition 7: Let w represent a CQP fidelity vector on a
chain and let w represent an EQP fidelity threshold. Moreover,
let u represent a feasible REE procedure for w and w on this
chain. Procedure u is said to be efficient for w and w under
CE if there does not exist a different feasible REE procedure
u′ on this chain such that ζu(n,w) ⩽ ζu′(n,w) for all
n ≽ 0. □

C. REE Procedures of Class D
This subsection introduces one type of REE procedures

named procedures of class D. This type of REE procedures
will be used in the proof of the upper bound and in the
construction of an REE policy that achieves this bound asymp-
totically when the budget of CQPs for each elementary link
becomes sufficiently large. REE procedures of class D are
defined as follows.

Definition 8: An REE procedure on chain l1 : l2 is of class
D if all the distillation operations are performed only between
nodes l − 1 and l for l = l1 + 1, l1 + 2, . . . , l2. □

Distillation between nodes l − 1 and l is referred to as
distillation over the elementary link (l− 1, l). In an REE pro-
cedure of class D, distillation operations are performed over
elementary links before these links are destroyed by swapping
operations for creating longer links. For example, procedure
ua shown in Fig. 2(a) is of class D, where distillation is
performed between nodes 0 and 1 as well as between nodes
1 and 2 before swapping s0,1,2 is performed. On the other
hand, ub in Fig. 2(b) is not of class D, since distillation d0,2

is performed over (0, 2), which is not an elementary link.
The next proposition shows the significance of REE proce-

dures of class D.
Proposition 2: All the REE procedures that are efficient

under CE (see Definition 7) are of class D. □

Proof: The proposition is proved by showing that given
a feasible REE procedure u, an REE procedure u′ of class
D can be constructed such that the fidelity of the EQPs
established by u′ and the number of the EQPs established
by u′ under CE are no smaller than those established by u.
See Appendix A for details. ⊠

Remark 3: Proposition 2 shows the advantage of REE
procedures of class D in terms of the number of established
EQPs under CE. The proposition exploits CE to alleviate the
need for the exact value of the expected number of established
EQPs. □

Next, the notion of allocation vector for an REE procedure
of class D is introduced. An allocation vector for an REE
procedure u on chain l1 : l2 is an (l2 − l1)-dimensional
real vector. This vector specifies the number of CQPs that
should be generated under CE over each elementary link for
establishing one qubit pair between l1 and l2 if u is performed.
In particular, the lth entry of this allocation vector indicates the
number of CQPs that should be generated over (l1+l−1, l1+l)
for l = 1, 2, . . . , l2−l1. An allocation vector can be determined
by calculating the number of qubit pairs needed at each enode
of the enode graph associated with the REE procedure. Such
calculation is conducted from the bottom of the enode graph
to its top. As an example, consider the allocation vector for
REE procedure ua shown in Fig. 2(a). In order to obtain one
qubit pair between nodes 0 and 2 at enode e0,2

0 , 1/q qubit pairs
would be needed at enodes e0,1

1 and e1,2
1 before the swapping

s0,1,2 is performed, since the success probability of swapping
is q. To obtain 1/q qubit pairs at enode e0,1

1 , a total number
of 2/(qpd(w0,1)) qubit pairs are needed at enode e0,1

0 before
the distillation d0,1 is performed, since two qubit pairs are
consumed for obtaining one distilled qubit pair with success
probability pd(w0,1). Similarly, 2/(qpd(w1,2)) qubit pairs are

needed at enode e1,2
0 . Consequently, the allocation vector for

ua is
[
2/(qpd(w0,1)) 2/(qpd(w1,2))

]T
. An allocation vector

for a general REE procedure of class D is defined in the
following.

Definition 9 (Allocation Vector): Let w represent a CQP
fidelity vector on a chain l1 : l2 and let u represent an REE
procedure of class D on this chain. Define the allocation vector
vu(w) in a recursive manner as follows.
• If l2 − l1 = 1, then u = dl1,l2

c for some c ∈ N. In this
case,

vu(w) :=
1

β
(
c, wl1,l2

) . (23)

• If l2 − l1 > 1, then u can be written as in (8). In this
case,

vu(w) :=
1
q

[
vuL(wL) vuR(wR)

]T 1
β
(
c, gŭ(w)

)
(24)

where wL and wR are defined in (10), and ŭ is defined
in (13).

□

D. Asymptotically Achievable Upper Bound on REE Rate

Consider a chain 0 : L with CQP budget vector b, CQP
fidelity vector w, and EQP fidelity threshold w. Let M
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represent the number of efficient REE procedures forw and w.
Moreover, let u(m) represent the mth efficient REE procedure
when the M efficient REE procedures are ordered according
to an arbitrary criterion. The next theorem presents an upper
bound on the optimal REE rate r∗(b,w) and shows that it can
be achieved asymptotically.

Theorem 1: The optimal REE rate satisfies

r∗(b,w) ⩽ Sr (25)

where −Sr is the optimal objective value of the following linear
program

P : minimize
x

−L (1Tx) (26a)

subject to x ≽ 0 (26b)
M∑

m=1

[x]m vu(m)(w) ≼
b

|b|
. (26c)

Furthermore, this optimal rate is asymptotically achievable
as the budget of CQPs for each elementary link becomes
sufficiently large. Specifically, there exists a policy π such
that

lim
t→∞

rπ(tb,w) = lim
t→∞

r∗(tb,w) = Sr . (27)
□

Proof: The upper bound (25) is proved in Appendix B.
Here, policies that satisfy (27) are presented. These policies are
designed using the solution x∗ to the optimization problem P .
Specifically, denote by M∗ the set of indices of the non-zero
entries in x∗, i.e., M∗ :=

{
m ∈ {1, 2, . . . ,M} : [x∗]m > 0

}
.

Without loss of generality, assume that M∗ = {1, 2, . . . ,M∗}
for some positive integer M∗ ⩽ M . The designed policy π for
a given CQP budget vector b consists of M∗ iterations. In the
mth iteration with m = 1, 2, . . . ,M∗, CQPs are generated
over elementary links of the chain according to CQP number
vector

⌊
t |b| [x∗]mvu(m)(w)

⌋
. In other words, for any l =

1, 2, . . . , L, a total number of
⌊
t |b| [x∗]m

[
vu(m)(w)

]
l

⌋
CQPs

are generated over (l − 1, l) in the mth iteration. The nodes
on the chain then perform the mth efficient REE procedure
u(m) by consuming the generated CQPs. Note that this policy
satisfies the budget constraint since

M∗∑
m=1

⌊
t |b| [x∗]mvu(m)(w)

⌋
≼

M∗∑
m=1

t |b| [x∗]mvu(m)(w) ≼ tb

where the last inequality is obtained using (26c).
In Appendix B, it is proved that policy π satisfies (27). ⊠

Remark 4: Using results on linear optimization [92], the
following conclusions can be drawn.
• The upper bound Sr is a function of the normalized CQP

budget vector b/|b| and of the CQP fidelity vector w.
• The cardinality M∗ of M∗ introduced in the proof of the

theorem satisfies M∗ ⩽ L. In other words, the number
of REE procedures employed in the designed policy is at
most equal to the length of the chain irrespective of the
number M of efficient REE procedures. This indicates
that only a small portion of efficient REE procedures are
selected if M is large.

□
Remark 5: While the upper bound presented in Theorem 1

is achievable in the asymptotic regime, its significance for the

Fig. 3. REE rates with respect to the lengths of the chain for different values
of CQP budget b0. The solid orange curve represents the upper bounds on
optimal REE rates shown in Theorem 1. The three dashed curves represent the
REE rates rπ(b,w) achieved by policy π described in the proof of Theorem 1,
for CQP budget vector b = b01 and CQP fidelity vector w = w01. Here, b0
and w0 represent the budget of CQPs and their fidelity for each elementary
link of the chain.

non-asymptotic regime is two-fold. First, it is still an upper
bound on the REE rate. Second, the policy π presented in the
proof of Theorem 1 can be employed as a near-optimal REE
policy. The performance of this policy in the non-asymptotic
regime is evaluated in the next section. □

IV. NUMERICAL RESULTS

The upper bounds on the optimal REE rates and the REE
rates of the policy π presented in the proof of Theorem 1 are
evaluated numerically in this section. In particular, the upper
bounds are computed by solving the linear program (26c) via
the dual-simplex algorithm [92], [93], [94], whereas the REE
rates of π are computed via Monte-Carlo simulations. This
section considers homogeneous chains such that the budget
and fidelity of the CQPs for all elementary links of the chain
are identical. In other words, the CQP budget vector b and
CQP fidelity vector w can be written as b = b01 and w =
w01, respectively, for b0 ∈ N and 1/2 < w0 ⩽ 1. Specifically,
the fidelity of CQPs is set to w0 = 0.95, and the fidelity
threshold of EQPs is set to w = 0.85.

Figure 3 shows the upper bounds Sr of the optimal REE
rates and the REE rates rπ(b,w) of the policy π designed
in the proof of Theorem 1 with respect to the length L of
the chain for b0 = 102, 103, 104 and success probability of
swapping q = 0.7. Both the upper bound and the REE rates
decrease with respect to the length of the chain. In fact, more
swapping operations are needed for establishing EQPs on
longer chains. The effect on the number of EQPs is twofold.
First, fewer qubit pairs are kept due to the failure of the
swapping operations. Second, since swapping reduces fidelity,
more distillation operations are required on longer chains to
satisfy the fidelity requirement on the EQPs. Consequently,
fewer qubit pairs are kept since two qubit pairs are consumed
to create one distilled qubit pair and distillation can fail.
In addition, as the budget b0 of CQPs increases, the REE rates

Authorized licensed use limited to: MIT Libraries. Downloaded on June 20,2024 at 01:52:33 UTC from IEEE Xplore.  Restrictions apply. 



LIU et al.: ESTABLISHING HIGH-FIDELITY ENTANGLEMENT IN QUANTUM REPEATER CHAINS 1773

Fig. 4. Ratios between REE rates rπ(b,w) and the upper bounds on
optimal REE rates with respect to the budget of CQPs for each elementary
link. Different values of chain length L and success probability of swapping
q are considered.

of the designed policy approach the upper bounds for different
lengths of the chains.

Figure 4 shows the ratio rπ(b,w)/Sr with respect to b0 for
L = 5, 9 and q = 0.6, 0.9. The ratio increases and approaches
1 as b0 becomes larger. This corroborates the assertion in
Theorem 1 that policy π achieves the upper bounds on optimal
REE rates asymptotically. Also, the REE rates of π approach
the upper bounds more slowly for longer chains and for lower
success probability of swapping. In particular, in order for
rπ(b,w)/Sr to achieve the value 0.95, the minimum budgets
b0 are 5 × 102 and 15 × 102, respectively, for q = 0.9 and
q = 0.6 when the length of the chain is L = 5, whereas the
minimum budgets are 30×102 and 107×102, respectively, for
q = 0.9 and q = 0.6 when the length of the chain is L = 9.
This can be explained as follows. According to law of large
numbers (see Appendix B), the REE rates of π approach the
upper bounds in the asymptotic regime, i.e., when the budget
of CQPs for each elementary link becomes sufficiently large.
As the chain becomes longer and as the success probability of
swapping becomes lower, fewer EQPs can be established since
more distillation operations are required and more swapping
failures happen. Consequently, higher budgets on CQPs are
needed in order to achieve the upper bounds on the REE rates.

Figure 5 shows Sr and rπ(b,w) with respect to the success
probability of swapping q for chain length L = 5, 9 and
budget of CQPs b0 = 200, 2000. First, both the upper bounds
on optimal REE rates and the REE rates of π increase
significantly with respect to q. In particular, when q changes
from 0.5 to 0.9, the upper bound increases from 0.13 to
0.53 on a chain with length L = 5 and increases from 0.06 to
0.40 on a chain with length L = 9. Second, the gaps between
REE rates of π and the upper bounds drop significantly when
b0 = 2000 compared to b0 = 200 for both L = 5 and
L = 9 and all values of q.

V. CONCLUSION

This paper developed a theoretical framework for estab-
lishing high-fidelity entanglement in quantum repeater chains.
In particular, the paper derived an upper bound of the optimal

Fig. 5. REE rates with respect to the success probabilities of swapping
for different values of chain length L and different values of budget b0 of
CQPs for each elementary link. The solid curves represent the upper bounds
on optimal REE rates. The dashed and dash-dotted curves represent the REE
rates rπ(b,w) achieved by policy π described in the proof of Theorem 1.

rate at which EQPs between a source node and a destination
node can be created with minimum fidelity requirements.
Methods used for deriving this bound include employing the
notions of enode graphs and REE procedures, and converting
the REE problem into a linear program via certainty equiva-
lence. Based on the solution to the linear program, an REE
policy was designed and its rate was shown to achieve the
derived upper bound asymptotically. In particular, this policy
contains multiple iterations, where a proportion of the CQP
budget is consumed in each iteration to perform an REE
procedure. This paper demonstrates the benefits of employing
optimized quantum operation sequences on REE performance
and provides guidelines for the development of communication
protocols in the quantum internet.

APPENDIX A
PROOF OF PROPOSITION 2

First, a lemma to be used in the proof is presented.
Lemma 1: Consider a chain 0 : 2 as well as two REE

procedures on this chain u :=
(
s0,1,2,d0,2

c

)
and u′ :=(

d0,1
c ,d1,2

c , s0,1,2
)
, where c ∈ N. Then for any CQP number

vector n and CQP fidelity vector w on this chain, it holds that

gu′(w) ⩾ gu(w) (28a)
ζu′(n,w) ⩾ ζu(n,w) . (28b)

□
Proof: Note that u = u′ if c = 0 and thus only the case

that c > 0 needs to be considered. We first show (28a) for the
case c = 1. Calculation based on (3) and (4) gives

gu′(w) = gs

(
gd(w0,1), gd(w1,2)

)
=

1
2

+
2(2w0,1 − 1)(2w1,2 − 1)

[(2w0,1 − 1)2 + 1][(2w1,2 − 1)2 + 1]
(29a)

gu(w) = gd

(
gs(w0,1, w1,2)

)
=

1
2

+
2(2w0,1 − 1)(2w1,2 − 1)

2(2w0,1 − 1)2(2w1,2 − 1)2 + 2
. (29b)
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The difference between the denominator in the second term
of (29b) and that of (29a) can be shown to be[

(2w0,1 − 1)2 − 1
][

(2w1,2 − 1)2 − 1
]

⩾ 0

where the inequality is obtained using 1/2 < w0,1, w1,2 ⩽ 1.
This shows that (28a) holds for c = 1. Consider the case that
c > 1. Note that

gu′(w) = gs

(
g◦cd (w0,1), g◦cd (w1,2)

)
.

Applying (28a) for the case c = 1 with CQP fidelity vector[
g
◦(c−1)
d (w0,1) g

◦(c−1)
d (w1,2)

]T
gives

gu′(w) ⩾ gd

(
gs

(
g
◦(c−1)
d (w0,1), g

◦(c−1)
d (w1,2)

))
.

Repeating this procedure for c− 1 more times gives

gu′(w) ⩾ g◦cd

(
gs

(
w0,1, w1,2

))
= gu(w)

and thus (28a) is proved for general c ∈ N.
Next,(28b) is proved for c > 0. Applying Definition 6,

ζu′(n,w) = q min
{
β(c, w0,1)n0,1, β(c, w1,2)n1,2

}
(30a)

ζu(n,w) = q β
(
c, gs(w0,1, w1,2)

)
min{n0,1, n0,2} . (30b)

Since swapping does not increase fidelity, it holds that
gs(w0,1, w1,2) ⩽ min{w0,1, w1,2}. Combining (18) with (2)
and (3), we can verify that β(·, ·) is monotonically
non-decreasing with respect to the second argument. There-
fore, β

(
c, gs(w0,1, w1,2)

)
⩽ min

{
β(c, w0,1), β(c, w1,2)

}
.

Combining this with (30) gives (28b). The desired results are
thus proved. ⊠

Remark 6: Note that distillation is performed after swap-
ping in u and before swapping in u′. Lemma 1 shows that
in a chain of length 2, compared to the REE procedure where
distillation is performed after swapping, performing distillation
before swapping establishes qubit pairs between nodes 0 and
2 with higher fidelity and the number of the established qubit
pairs is larger under CE. This corroborates the results in [95].

□
Next, Proposition 2 is proved.

Proof: Let w be an arbitrary CQP fidelity vector on the
chain and let u represent a feasible REE procedure for w
and fidelity threshold w. We show via strong mathematical
induction [96] that there exists an REE procedure u′ of class
D such that

gu′(w) ⩾ gu(w) (31a)
ζu′(n,w) ⩾ ζu(n,w) , ∀n ≽ 0 . (31b)

In particular, (31a) indicates that u′ is also feasible. Therefore,
if u is not of class D, then u′ is different from u and thus u
is not efficient.

For the base case of the induction, consider a chain l1 : l2
with length l2− l1 = 1. For this case, all the REE procedures,
including efficient REE procedures, consist of only distillation
operations over the elementary link (l1, l2) and therefore must
be of class D. Consequently, the base case of the induction is
proved.

For the induction step, suppose that (31) has been proved
for chains with lengths 1, 2, . . . , L − 1, and we prove it for

a chain l1 : l2 with length l2 − l1 = L. Write the REE
procedure u as in (8). Define REE procedure u(1) :=(
uL,dl1,l

c , uR,dl,l2
c , sl1,l,l2

)
. Define wL, wR, nR, and nL

as in (10) and (12). Applying Lemma 1 by replacing w

in (28a) with
[
guL(wL) guR(wR)

]T
gives gu(1)(w) ⩾

gu(w). Define u(1)
L := (uL,dl1,l

c ), which is an REE procedure
on l1 : l with length l− l1 < L. By induction hypothesis, there
exists an REE procedure u′L of class D on chain l1 : l such that

gu′L
(wL) ⩾ g

u
(1)
L

(wL) (32a)

ζu′L
(nL,wL) ⩾ ζ

u
(1)
L

(nL,wL) . (32b)

Similarly, define u(1)
R =

(
uR,dl,l2

c

)
. There exists an REE

procedure u′R of class D on l : l2 such that

gu′R
(wR) ⩾ g

u
(1)
R

(wR) (33a)

ζu′R
(nR,wR) ⩾ ζ

u
(1)
R

(nR,wR) . (33b)

Define u′ :=
(
u′L, u′R, sl1,l,l2

)
. By definition, u′ is an REE

procedure of class D on l1 : l2. Moreover, combining (32a)
and (33a) gives

gu′(w) = gs

(
gu′L

(wL), gu′R
(wR)

)
⩾ gs

(
g

u
(1)
L

(wL), g
u

(1)
R

(wR)
)

= gu(1)(w) .

Combining this with gu(1)(w) ⩾ gu(w) gives (31a). Similarly,
(31b) can also be shown. Consequently, the induction step is
complete, and thus the proposition is proved. ⊠

APPENDIX B
PROOF OF THEOREM 1

To prove the theorem, the notion of allocation scaling factor
is introduced.

Definition 10 (Allocation Scaling Factor): Let n and w
represent a CQP number vector and a CQP fidelity vector,
respectively, on a chain. Moreover, let u represent an REE
procedure of class D on this chain. The allocation scaling
factor αu(n,w) is defined as the maximum real number that
can be multiplied by vu(w) so that the product is smaller than
or equal to n entry-wise, i.e.,

αu(n,w) := max
{
x ∈ R : xvu(w) ≼ n

}
. (34)

□
The next lemma shows the relationship between the number

of established qubit pairs under CE and the allocation scaling
factor.

Lemma 2: For an arbitrary CQP number vector n, CQP
fidelity vector w, and REE procedure u of class D on a chain,
the following equality holds

ζu(n,w) = αu(n,w) . (35)
□

Proof: The lemma is proved via induction. For the base case,
consider a chain l1 : l2 with length l2 − l1 = 1. For this case,
u = dl1,l2

c for some c ∈ N. Combining (20) and (23) gives
αu(n,w) = β

(
c, wl1,l2

)
nl1,l2 = ζu(n,w). Consequently, the

base case of the induction is proved. For the induction step,
suppose that (35) holds for chains with lengths 1, 2, . . . , L−1,
and we prove next that it also holds for l2 − l1 = L. Write
REE procedure u as in (8). Then ζu(n,w) can be written as
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in (21). Applying induction hypothesis on ζuL(nL,wL) and
ζuR(nR,wR) gives

ζu(n,w) = q min
{
αuL(nL,wL), αuR(nR,wR)

}
× β

(
c, gŭ(w)

)
(36)

where ŭ is defined in (13). On the other hand, using (34) gives
αu(n,w) = min{xL, xR}, where

xL := max
{
x ∈ R : x

[
vu(w)

]
1:l−l1

≼ nL

}
xR := max

{
x ∈ R : x

[
vu(w)

]
l−l1+1:l2−l1

≼ nR

}
.

Equation (24) gives the equality
[
vu(w)

]
1:l−l1

=
vuL(wL)/

(
qβ

(
c, gŭ(w)

))
. Combining this equality

with (34) gives xL = qβ
(
c, gŭ(w)

)
αuL(nL,wL). Similarly,

xR = qβ
(
c, gŭ(w)

)
αuR(nR,wR). Combining these two

equalities with (36) gives ζu(n,w) = min{xL, xR}.
Combining this with αu(n,w) = min{xL, xR} gives
αu(n,w) = ζu(n,w), and thus the induction step is
complete. ⊠

Remark 7: Lemma 2 shows an efficient method for allo-
cating CQPs under CE. Specifically, combining (34) and (35)
gives

ζu(xvu(w),w) = x (37)
ζu(n,w) < x ∀n ≼ xvu(w) and n ̸= xvu(w) .

(38)

Equality (37) shows that to establish x qubit pairs between the
source node and the destination node, the required number of
CQPs of the ith elementary link under CE can be represented
by the ith entry of the CQP number vector xvu(w). Inequal-
ity (38) shows that if any entry of xvu(w) is reduced, then
the number of established qubit pairs would be smaller than x.
This shows that all the CQPs generated according to xvu(w)
are necessary under CE for establishing x qubit pairs. □

Next, Theorem 1 is proved.
Proof: First, (25) is proved. Combining (16) with (6) and

using l2 − l1 = L show that r∗(b,w) is the optimal objective
value of the following optimization problem

maximize{
K,{nk,uk}K

k=1

} L

|b|

K∑
k=1

E
{
žuk

(nk,w)
}

subject to nk ∈ Nl2−l1 , ∀k = 1, 2, . . . ,K (39)
K∑

k=1

nk ≼ b .

This problem optimizes over the total number of iterations
K as well as the generation vector nk and REE procedure
uk for each iteration. Applying (22) in Proposition 1, and
applying convex relaxation by substituting nk ∈ Nl2−l1 in (39)
with nk ≽ 0, we obtain an upper bound on r∗(b,w).
Specifically,

r∗(b,w) ⩽ r1 (40)

where r1 is the optimal objective value of the following
optimization problem P1

P1 : maximize{
K,{nk,uk}K

k=1

} L

|b|

K∑
k=1

ζuk
(nk,w)

subject to nk ≽ 0 , ∀k = 1, 2, . . . ,K
K∑

k=1

nk ≼ b .

In P1, we can require that each REE procedure uk be
efficient under CE (see Definition 7). In particular, if any uk

is not efficient, then there exists a feasible REE procedure
u′k ̸= uk such that ζu′k

(nk,w) ⩾ ζuk
(nk,w). Therefore,

if uk is replaced by u′k, then the objective value of P1 is
guaranteed not to decrease while all the constraints are sat-
isfied. Consequently, it can be required that uk is efficient
under CE for all k = 1, 2, . . . ,K. Combine the iterations
where the same efficient REE procedure is used by defining
n̆(m) :=

∑K
k=1 1{u(m)}(uk)nk. Here, 1X (x) represents the

indicator function such that 1X (x) = 1 if x ∈ X and
1X (x) = 0 otherwise. Then optimization problem P1 can
be replaced by an equivalent optimization problem P2 given
by

P2 : maximize
{n̆(m)}M

m=1

L

|b|

M∑
m=1

ζu(m)

(
n̆(m),w

)
(41a)

subject to n̆(m) ≽ 0 , ∀m = 1, 2, . . . ,M (41b)
M∑

m=1

n̆(m) ≼ b . (41c)

Moreover, the optimal objective value r2 of P2 can
be shown to equal Sr, i.e., the opposite of the opti-
mal objective value for P given by (26c). To see this,
let x∗ represent the solution to P . The collection of
vectors{

|b|[x∗]1vu(1)(w), |b|[x∗]2vu(2)(w), . . . ,
|b|[x∗]Mvu(M)(w)

}
can be verified to be a feasible point for problem P2.
Moreover, the objective function of P2 at this point equals
L(1Tx∗). To see this, note that (37) gives

ζu(m)

(
[x∗]m vu(m)(w), w

)
= [x∗]m .

Since r2 is the optimal objective value of P2,

r2 ⩾ L(1Tx∗) = Sr (42)

where the equality is obtained using (26a). On the other hand,

let
{
n̆

(1)
∗ , n̆

(2)
∗ , . . . , n̆

(M)
∗

}
represent a solution to P2. Define

a vector α as

α :=
1
|b|

[
αu(1)

(
n̆

(1)
∗ ,w

)
αu(2)

(
n̆

(2)
∗ ,w

)
· · ·

αu(M)

(
n̆

(M)
∗ ,w

)]T
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where αu(n,w) represents the allocation scaling factor
defined in Definition 10. By this definition, α ≽ 0. The same
definition also shows that αu(M)

(
n̆

(M)
∗ ,w

)
vu(m)(w) ≼ n̆

(m)
∗

for m = 1, 2, . . . ,M . Combining these inequalities with
constraint (41c) gives

M∑
m=1

1
|b|

αu(M)

(
n̆

(M)
∗ ,w

)
vu(m)(w) ≼

M∑
m=1

1
|b|
n̆

(m)
∗ ≼

b

|b|
.

This shows that α is a feasible point for P , and thus
−L(1Tα) ⩾ −L(1Tx∗). Furthermore, applying Proposition 2
gives ζu(m)

(
n̆

(m)
∗ , w

)
= αu(m)

(
n̆

(m)
∗ , w

)
, and thus the opti-

mal objective value r2 of P2 equals L(1Tα). Consequently,
r2 = L(1Tα) ⩽ L(1Tx∗) = Sr. Combining this with (42)
gives r2 = Sr. Recalling that P1 is equivalent to P2, we obtain
r1 = Sr. Substituting this into (40) gives the desired result (25).

Finally, (27) is proved. Using the strong law of large
numbers [91], [97], we can show that as t approaches infinity,

1
t|b|

žu(m)

(⌊
t |b| [x∗]m vu(m)(w)

⌋
, w

)
a.s.→ ζu([x∗]m vu(m)(w), w) = [x∗]m , m = 1, 2, . . . ,M∗

where a.s.→ represents almost sure convergence, and the equality
is obtained using (37). Applying the bounded convergence
theorem, we obtain

lim
t→∞

1
t|b|

E
{

žu(m)

(⌊
t |b| [x∗]m vu(m)(w)

⌋
, w

)}
= [x∗]m .

Combining this with the following equality

rπ(tb,w) =
L

t|b|

M∗∑
m=1

E
{

žu(m)

(⌊
t |b| [x∗]m vu(m)(w)

⌋
, w

)}
and noting that Sr = L

(
1Tx∗

)
gives the desired result (27). ⊠
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