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#### Abstract

A cognitive radio can sense its environment and adapt some of its features, such as carrier frequency, transmission bandwidth, transmission power, and modulation, thus allowing dynamic reuse of the available spectrum. Due to their high degree of adaptability to environmental variations, cognitive radios are expected to utilize packet-based transmission with variablelength frames. Packet-based transmission requires the receiver to perform frame synchronization, an important enabling step that allows adaptation in cognitive radios. However, proper metrics to characterize the performance of frame synchronization for transmission of variable-length frames are currently unavailable. To address this issue, we put forth two performance metrics, namely the expected duration to complete frame synchronization and the probability of correct acquisition within a given duration. We then develop analytical expressions for these important metrics. This paper advances our understanding of frame synchronization for the continuous transmission of variable-length frames and for bursty transmission.
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## I. Introduction

THE COGNITIVE radio concept aims at providing a more efficient and flexible usage of the radio spectrum [1]-[5]. It has been observed that, most of the time, some frequency bands are largely unoccupied or partially occupied and that the remaining frequency bands are heavily used. The frequency bands that are underutilized are commonly referred to as the spectrum holes [2]-[5]. In order to improve spectrum utilization, these spectrum holes could be utilized by secondary users at the appropriate location and time.

Cognitive radio permits, in principle, a more efficient use of the radio spectrum. The basic idea is that a cognitive radio terminal can sense its environment and then adapt some of its features to allow the dynamic reuse of the available spectrum. This could lead to a multidimensional reuse of the spectrum in space and time, overcoming spectrum scarcity, which has been an obstacle for broadband wireless communication development.

[^0]One of the key issues is in the inherent adaptability that cognitive radio terminals must have. In particular, adaptation to environmental changes (in the available bandwidth, interference level, fading, path-loss, etc.) includes adaptive source coding, channel coding, and modulation. When designing adaptive source/channel coding and modulation for cognitive radio, one must account for the fact that some of the most important source encoders, such as MPEG4 and H264 for multimedia, produce frames of variable lengths, depending on the scene [6], [7]. Due to the high degree of adaptability to environmental variations and due to the multimedia nature of the sources, ${ }^{1}$ it is envisioned that most cognitive radio systems will use packet-based transmission, where the frames are not necessarily of constant lengths. In this paper we discuss unique challenges associated with frame synchronization problem in cognitive radio.

Digital transmission among cognitive radios requires a receiver to regulate its clock in synchronism with the transmitter clock. Clock synchronism is achieved at the waveform level (by an acquisition unit and a phase-locked loop), at the symbol level (by a bit synchronizer), and then at the frame level (by a frame synchronizer) [10] [11, pp. 7-8]. Issues related to waveform and bit synchronization are relatively well understood [12]-[29] but frame synchronization, especially for cognitive radios, is largely an unexplored area. ${ }^{2}$

Frame synchronization involves the following steps. In the first step, the transmitter injects a fixed-length symbol pattern, called a marker, into the beginning of each frame ${ }^{3}$ to form a marker and frame pair, which is known as a packet (Fig. 1). ${ }^{4}$ Packets are then converted from symbols into a waveform and transmitted through the channel. The receiver detects the arrival of packets by searching for the marker, removes the markers from the data stream, and recovers the transmitted messages. Marker detection is the most important step for frame synchronization.

The division of symbols into frames may seem burdensome for the network, but it serves many purposes. Framing ensures that individual frames can be transmitted independently without requiring scheduling overhead. The ability to transmit individual frames independently implies that the spectrum can be utilized intermittently according to its availability, resulting in efficient spectrum utilization. In the streaming

[^1]

Fig. 1. A packet consists of two parts: a marker and a frame. The marker indicates the start of a frame, while the frame contains transmitted messages and other relevant information, such as the frame lengths and the symbol pattern for channel estimation.
of multimedia data (such as MPEG-4 video [30]), framing ensures that errors within one frame do not propagate to adjacent frames [6], [7]. In a network that employs legacy transmission systems, such as asynchronous transfer mode (ATM) technology [31], framing ensures that frames have a length that can be handled by the underlying network infrastructure. These examples show that frame synchronization is important for various applications including cognitive radio.

Several approaches can be employed to achieve frame synchronization. One approach, referred to as a continuous transmission of packets, is to reserve the communication link between the transmitter and receiver over the entire time of communication. Frames for continuous transmission may have a fixed length [32]-[35] (such as those in ATM networks) or variable lengths [36]-[38] (such as those in MPEG-4 video streaming). In both cases, the transmitter sends a special character, known as an idle fill character, when it has no immediate packet to transmit (Fig. 2). The idle fill characters serve the purpose of keeping the transmitter and receiver synchronized. The use of idle fill characters is possible since the entire link is allocated to the transmitter and receiver during continuous transmission.

On the other hand, the link may not be allocated to the transmitter and receiver during the communications. This approach, referred to as bursty packet transmission, arises in practice, for example, in an 802.11 network and in the Internet. For cognitive radios, bursty transmission provides benefits that include a low transmission overhead and efficient spectrum utilization. The drawback of bursty transmission is that transmission delay is difficult to control, which could be problematic for transmission of time-critical information. Bursty transmission uses variable frame-lengths, and, unlike continuous transmission, idle fill characters cannot be used to maintain synchronization between the transmitter and receiver (see Fig. 3). As a result, marker detection strategies for continuous and bursty transmission are different.

Performance of frame synchronization can be improved by two broad design approaches. The first approach improves the performance through the design of a marker with good synchronization properties [39]-[43]. The second approach improves the performance through the design of optimal or near-optimal marker-detection strategies [34]-[38], [44]. The problem of marker design, valid for both continuous and bursty transmission schemes, has been explored [39]-[43]. In contrast, the problem of optimal marker-detection strategies is only well-understood for the transmission of fixed-length frames. This paper focuses on issues related to transmission of variable-length frames.
Transmission of variable-length frames, continuous or bursty, presents challenges from a mathematical point of view.

Variable-length frames imply that mathematical models for a fixed-length frames are no longer valid. As a result, one needs to develop a suitable mathematical framework for understanding frame synchronization of variable-length frames. A commonly-used metric to characterize the performance of marker detection for frame synchronization is the receiver operating characteristic (ROC). However, this performance metric neither captures the frame loss rate in the case of bursty transmission nor characterizes the synchronization time in the case of variable-length frame transmission. More meaningful performance metrics in the case of variable length frames are (a) the expected duration to complete frame synchronization and (b) the probability of completing frame synchronization within a given duration. Despite their usefulness, closed-form expressions for such metrics are currently unavailable. As a result, these metrics are usually obtained via Monte Carlo simulation [45]-[47].
In this paper we investigate frame synchronization for transmission of variable-length frames. ${ }^{5}$ The main contributions of the paper are as follows:

- We develop a mathematical framework and methodology for the design and analysis of frame synchronization systems that are applicable to a broad class of scenarios, encompassing various receiver architectures, fading conditions, and operating environments; and
- We put forth and analyze two important performance metrics, namely the expected duration to complete frame synchronization and the probability of completing frame synchronization within a given duration.
The results will advance the fundamental understanding of frame synchronization for the continuous transmission of variable-length frames and for bursty transmission of frames, which are the two important transmission modes foreseen for cognitive radios.
The remaining sections are organized as follows. Sec. II presents the system model. Sec. III derives the expected duration to complete frame synchronization and the probability of completing frame synchronization within a given duration. Sec. IV derives the probability that a correct acquisition occurs within a given duration. Sec. V outlines a numerical approach to obtaining these performance metrics. Sec. VI assesses the computation time required to evaluate the performance metrics. Sec. VII provides numerical results. Sec. VIII concludes the paper and summarizes important findings.


## II. System Model

In this section we start by describing aspects of the transmitter and receiver which are relevant to the frame synchro-
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| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

(a) fixed-length frames

|  | m | f | m | f |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

(b) variable-length frames

Fig. 2. Idle fill characters keep the transmitter and receiver synchronized for the continuous transmission. Here, region " $m$ " indicates a marker, " f " indicates a frame, and "i" indicates an idle fill character.

| m | f | m f m l |
| :---: | :---: | :---: | :---: | :---: | :---: |

Fig. 3. The use of idle fill characters is not allowed in bursty transmission. Hence, the time between two packets is silent.
nization problem. We then present the marker acquisition procedure and introduce the concept of arrival process.

The transmitter delimits a long sequence of data to generate frames of variable lengths. Frame lengths or the number of data symbols per frame, $\left\{L_{i}^{\mathrm{d}}: i \geq 1\right\}$, can be modeled as independent and identically distributed (i.i.d.) random variables. The transmitter injects a marker, $\left(c_{1}, c_{2}, \ldots, c_{\ell_{\text {max }}}\right)$, of fixed length, $\ell_{\max }^{\mathrm{m}} \geq 2$ symbols, before each frame to form a packet. A modulator then generates a waveform from a sequence of data and marker symbols to be transmitted through the channel.

Adjacent packets are separated by an interval of length $L_{i}^{\mathrm{s}}$, where $\left\{L_{i}^{\mathrm{s}}: i \geq 1\right\}$ are i.i.d. and independent of $L_{i}^{\mathrm{d}}$ (see Fig. 4). Each $L_{i}^{\mathrm{s}}$ corresponds to the length of the idle fill characters in the case of continuous transmission or the length of silence in the case of bursty transmission. The waveform representing the packets and separation intervals is corrupted by noise and fading. The corrupted waveform becomes an input to the receiver.

Upon receiving an input waveform, the receiver generates a sequence of soft decision variables, $\left\{X_{j}: j \geq 1\right\}$, which forms the input for the frame synchronizer. Variable $X_{j}$ represents a corrupted marker symbol, a corrupted data symbol, or a corrupted symbol corresponding to the silent transmission. The frame synchronizer is said to acquire a marker at an index $k$ if it decides, either correctly or incorrectly, that the softdecision variable $X_{k}$ corresponds to the first symbol of the marker.

To acquire a marker, the frame synchronizer forms a realvalued decision variable, ${ }^{6}$

$$
V_{j}=g\left(X_{j: j+\ell_{\max }-1}\right)
$$

for each symbol time, $j \geq 1$, where $x_{j: k}$ denotes a vector $\left[x_{j} x_{j+1} \ldots x_{k}\right]$ for $j \leq k$. If the decision variable $V_{j}$ belongs to a predetermined set, $\mathcal{R}$, of real numbers, the frame synchronizer acquires a marker at index $j .{ }^{7}$ Otherwise, the frame synchronizer tests the next decision variable, $V_{j+1}$.

[^3]Examples of $g$ are given by

$$
\begin{align*}
g_{1}\left(X_{j: j+\ell_{\max }^{\mathrm{m}}-1}\right) & =\sum_{k=1}^{\ell_{\max }^{\mathrm{m}}} c_{k} X_{j+k-1}  \tag{1}\\
g_{2}\left(X_{j: j+\ell_{\max }^{\mathrm{m}}-1}\right) & =\sum_{k=1}^{\ell_{\max }^{\mathrm{m}}}\left[c_{k} X_{j+k-1}-\left|X_{j+k-1}\right|\right] \tag{2}
\end{align*}
$$

for antipodal marker symbols [37], [38]. Note that random variables $\left\{V_{j}\right\}$ are not mutually independent. In fact, this property makes the exact derivations of the performance metrics challenging.

In this setting, the classical method [17] for analyzing the problem of synchronizing spread-spectrum waveforms does not apply since it assumes a constant frame length (which equals the spreading sequence period). In contrast, the spacing, $L_{i}^{\mathrm{d}}+L_{i}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$, between the adjacent markers in frame synchronization varies from one packet to another. Here, we propose to analyze the frame synchronization problem by employing mathematical tools developed for studying the arrival processes.

A systematic approach to obtain performance metrics for frame synchronization involves the use of an arrival process, $\left\{J_{i}\right\}$, in which $1 \leq J_{1}<J_{2}<J_{3}<\cdots$ denote arrival times of markers. An arrival is said to occur at time $j \in \mathbb{Z}_{+}$, if the first symbol of the marker begins at index $j$ (and hence the decision variable $V_{j}$ belongs to $\mathcal{R}$ under an ideal case). ${ }^{8}$ We refer to a sequence of discrete time $\left\{j: J_{i}<j \leq J_{i+1}\right\}$ as a marker spacing span (MSS), with the convention that $J_{0}<1$. It will be apparent that the time until the first arrival, $J_{1}$, and interarrival times, $T_{i} \triangleq J_{i+1}-J_{i}=L_{i}^{\mathrm{d}}+L_{i}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$, play an important role in the analysis. ${ }^{9}$

We consider a time invariance property for the decision variables. In particular, the probabilities

$$
\mathbb{P}\left\{V_{J_{i}+1: J_{i+1}} \in \mathcal{R}^{c} \mid V_{J_{i}-\ell_{\max }^{\mathrm{m}}+2: J_{i}} \in \mathcal{R}^{c}\right\}
$$

are identical for any $i$, and so are
$\mathbb{P}\left\{V_{J_{i}+1: J_{i+1}-1} \in \mathcal{R}^{c}, V_{J_{i+1}} \in \mathcal{R} \mid V_{J_{i}-\ell_{\max }^{\mathrm{m}}+2: J_{i}} \in \mathcal{R}^{c}\right\}$.
Intuitively, the time invariance property states that statistical properties of the decision variables within an MSS do not depend on the choice of MSS. Time invariance property is
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Fig. 4. Two adjacent packets are separated by an interval, during which the transmitter has no data to send.


Fig. 5. The diagram represents the frame synchronization process, which terminates after the correct acquisition of a marker.
valid when the probability of transmitting a given symbol, the channel statistics, and the decision rule do not change during frame synchronization.

## III. Expected Number of MSSs Required for A Correct AcQuisition

The frame-synchronization process ends when the receiver acquires a correct marker. When an incorrect marker acquisition occurs, we assume that data symbols in the frame will be recognized as incorrect, for example by means of verifying the frame structure or by means of cyclic redundancy check (CRC). After an incorrect acquisition is detected, the search for a marker starts all over again. These procedures are represented by the diagram in Fig. 5.

To measure the amount of time required to synchronize correctly, we count the number of MSSs that are needed for a correct acquisition. Such a number is denoted by a random sum, $M$, which is equal to

$$
\begin{equation*}
M=\sum_{i=1}^{K} M_{i} \tag{3}
\end{equation*}
$$

where $K \geq 1$ is a random variable representing the number of attempts until frame synchronization ends and $M_{i} \geq 1$ are
random variables representing the required number of MSSs for attempt $i$. The expected number of MSSs required for a correct acquisition, $\mathbb{E}\{M\}$, is a suitable metric for frame synchronization.

We consider $\left\{M_{i}\right\}$ to be i.i.d. and $K$ to have a geometric distribution with probability of success $p_{\text {cAcq }}$, where $p_{\text {cAcq }}$ denotes the probability that a marker acquisition is correct. This can be justified as follows. Typically, an error-checking process lasts on the order of the frame length. Hence, different synchronization attempts examine different portions of the MSSs, implying that $\left\{M_{i}\right\}$ are independent. Furthermore, it is reasonable to model a time instant at which an incorrect acquisition occurs as a random variable. Therefore the arrival processes observed during different attempts are identically distributed, implying that $\left\{M_{i}\right\}$ are identically distributed. Therefore, $\left\{M_{i}\right\}$ are i.i.d., and $K$ has a geometric distribution with probability of success $p_{\text {cAcq }}$.

Using the above model, we show in Appendix A that ${ }^{10}$

$$
\begin{equation*}
\mathbb{E}\{M\}=\mathbb{E}\left\{M_{1}\right\} \mathbb{E}\{K\} \tag{4}
\end{equation*}
$$

Substituting $\mathbb{E}\{K\}=1 / p_{\text {cAcq }}$ gives

$$
\begin{equation*}
\mathbb{E}\{M\}=\mathbb{E}\left\{M_{1}\right\} / p_{\mathrm{cAcq}} \tag{5}
\end{equation*}
$$

Defining ${ }^{11}$

$$
\begin{align*}
p_{\text {nal }} & \triangleq \mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c}\right\}  \tag{6a}\\
p_{\text {det }} & \triangleq \mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R}\right\}  \tag{6b}\\
p_{\text {nal-nal }} & \triangleq \mathbb{P}\left\{V_{1: J_{2}} \in \mathcal{R}^{c}\right\},  \tag{6c}\\
p_{\text {nal-det }} & \triangleq \mathbb{P}\left\{V_{1: J_{2}-1} \in \mathcal{R}^{c}, V_{J_{2}} \in \mathcal{R}\right\}  \tag{6d}\\
c_{\text {nal }} & \triangleq \mathbb{P}\left\{V_{J_{2}+1: J_{3}} \in \mathcal{R}^{c} \mid V_{J_{2}-\ell_{\max }+2: J_{2}} \in \mathcal{R}^{c}\right\} \tag{6e}
\end{align*}
$$

[^5]and
\[

$$
\begin{align*}
c_{\mathrm{det}} \triangleq \mathbb{P}\left\{V_{J_{2}+1: J_{3}-1} \in\right. & \mathcal{R}^{c}, V_{J_{3}} \in \mathcal{R} \mid \\
& \left.V_{J_{2}-\ell_{\max }^{\operatorname{m}}}+2: J_{2} \in \mathcal{R}^{c}\right\}, \tag{6f}
\end{align*}
$$
\]

we show in Appendix B that

$$
p_{\mathrm{cAcq}}= \begin{cases}p_{\text {det }}+p_{\text {nal-det }}, & \text { if } c_{\text {nal }}=1  \tag{7}\\ p_{\text {det }}+p_{\text {nal-det }}+\frac{p_{\text {nal-nal }} c_{\text {det }}}{1-c_{\text {nal }}}, & \text { if } 0 \leq c_{\text {nal }}<1\end{cases}
$$

and, in Appendix C that

$$
\begin{align*}
& \mathbb{E}\left\{M_{1}\right\}= \\
& \begin{cases}1+p_{\text {nal }}+\frac{p_{\text {nal-nal }}}{1-c_{\text {nal }}}, & \text { if } 0 \leq c_{\text {nal }}<1 \\
1+p_{\text {nal }}, & \text { if } c_{\text {nal }}=1 \text { and } p_{\text {nal-nal }}=0 \\
\infty, & \text { if } c_{\text {nal }}=1 \text { and } 0<p_{\text {nal-nal }} \leq 1\end{cases} \tag{8}
\end{align*}
$$

For convenience, the probabilities in (6) will be referred to as the transition probabilities. In the next section, we will derive another performance metric, which is suitable for bursty transmission.

## IV. Probability of Correction AcQuisition Within a Given Duration

The performance metric introduced in the previous section is suitable for transmission systems without delay constraints. For systems with delay constraints, e.g., bursty transmission systems, an appropriate performance metric is the probability of correct acquisition within a given duration.

The probability of correct acquisition within $m$ MSSs is equal to $\mathbb{P}\{M \leq m\}$, where the random variable $M$ is defined in Sec. III. Then,

$$
\begin{aligned}
& \mathbb{P}\{M \leq m\} \\
& =\sum_{k=1}^{\infty} \mathbb{P}\left\{M_{1}+M_{2}+\cdots+M_{K} \leq m \mid K=k\right\} \mathbb{P}\{K=k\} \\
& =\sum_{k=1}^{m} \underbrace{\mathbb{P}\left\{M_{1}+M_{2}+\cdots+M_{k} \leq m\right\}}_{\triangleq \gamma(k, m)}\left(1-p_{\mathrm{cAcq}}\right)^{k-1} p_{\mathrm{cAcq}},
\end{aligned}
$$

where $\left(1-p_{\text {cAcq }}\right)^{0} \triangleq 1$. The upper limit of the summation becomes finite since

$$
\mathbb{P}\left\{M_{1}+M_{2}+\cdots+M_{k} \leq m\right\}=0
$$

for $m<k$, owing to the fact that $M_{i} \geq 1$. The function $\gamma(k, m)$ for $1 \leq k \leq m$ is given by a recursive formula (see Appendix D)

$$
\begin{align*}
\gamma(1, m) & =1-\mathbb{P}\left\{M_{1} \geq m+1\right\}, \quad \text { for } 1 \leq m  \tag{9a}\\
\gamma(k+1, m) & =\sum_{n=1}^{m-k} \gamma(k, m-n) \mathbb{P}\left\{M_{1}=n\right\} \\
& \text { for } 0<k<m \tag{9b}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbb{P}\left\{M_{1}=n\right\}=\mathbb{P}\left\{M_{1} \geq n\right\}-\mathbb{P}\left\{M_{1} \geq n+1\right\} \\
& \text { for } n=1,2,3, \ldots
\end{aligned}
$$

and according to Appendix C,

$$
\mathbb{P}\left\{M_{1} \geq n\right\}= \begin{cases}1, & \text { for } n=1 \\ p_{\text {nal }}, & \text { for } n=2 \\ p_{\text {nal-nal }}, & \text { for } n=3 \\ p_{\text {nal-nal }}\left(c_{\text {nal }}\right)^{n-3}, & \text { for } n \geq 4\end{cases}
$$

This completes the derivation of the second performance metric.

## V. Derivation for the Transition Probabilities

To obtain the performance metrics derived in previous two sections, we need to evaluate the transition probabilities given in (6). This section outlines approaches to derive these transition probabilities.

## A. Derivation for $p_{\text {nal }}$

Let $\ell_{\max }^{\mathrm{d}}$ denote the maximum frame length and $\ell_{\max }^{\mathrm{s}}$ denote the maximum length of silent transmission: $L_{1}^{\mathrm{d}} \leq \ell_{\max }^{\mathrm{d}}$ and $L_{1}^{\mathrm{s}} \leq \ell_{\text {max }}^{\mathrm{s}}$. Let $L_{0}^{\mathrm{d}}$ and $L_{0}^{\mathrm{s}}$ denote the length of the frame and the length of silent transmission, respectively, of the MSS that contains the first observed symbol. We write

$$
\begin{array}{rl}
p_{\text {nal }}= & \mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c}\right\} \\
= & \sum_{\ell_{0}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{0}^{\mathrm{s}}=0}^{\ell_{\text {max }}} \ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\text {max }}^{\mathrm{m}} \\
j_{j_{1}=1} & \mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c} \mid\right. \\
& \quad \times \mathbb{P}\left\{J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& \quad \times \mathbb{P}\left\{L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\},
\end{array}
$$

where each probability term inside the summation can be obtained as follows.

The probabilities $\mathbb{P}\left\{L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\}$ and $\mathbb{P}\left\{L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}$ are given by (see Appendix E)

$$
\begin{align*}
& \mathbb{P}\left\{L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\}=\left(\frac{\ell_{0}^{\mathrm{d}}+\mathbb{E}\left\{L_{1}^{\mathrm{s}}\right\}+\ell_{\max }^{\mathrm{m}}}{\mathbb{E}\left\{L_{1}^{\mathrm{d}}\right\}+\mathbb{E}\left\{L_{1}^{\mathrm{s}}\right\}+\ell_{\max }^{\mathrm{m}}}\right) \mathbb{P}\left\{L_{1}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\} \\
& \mathbb{P}\left\{L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}=\left(\frac{\ell_{0}^{\mathrm{s}}+\mathbb{E}\left\{L_{1}^{\mathrm{d}}\right\}+\ell_{\max }^{\mathrm{m}}}{\mathbb{E}\left\{L_{1}^{\mathrm{d}}\right\}+\mathbb{E}\left\{L_{1}^{\mathrm{s}}\right\}+\ell_{\max }^{\mathrm{m}}}\right) \mathbb{P}\left\{L_{1}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} . \tag{10b}
\end{align*}
$$

On the other hand, the conditional probability $\mathbb{P}\left\{J_{1}=j_{1} \mid L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}$ is uniform over the length of the MSS, since the first observed symbol can be anywhere in the MSS:

$$
\begin{aligned}
\mathbb{P}\left\{J_{1}\right. & \left.=j_{1} \mid L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& = \begin{cases}\frac{1}{\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}}, & \text { for } 1 \leq j_{1} \leq \ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}} \\
0, & \text { otherwise }\end{cases}
\end{aligned}
$$

The conditional probability

$$
\mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}
$$

for $1 \leq j_{1} \leq \ell_{\max }^{m}$ can be obtained by integrating the conditional joint probability density function (pdf) over the


| $\cdots$ | $D_{\ell_{0}^{s}}$ | $I_{1}$ | $I_{2}$ | $\cdots$ | $I_{\ell_{0}}$ | $c_{1}$ | $c_{2}$ | $\cdots$ | $c_{\ell_{\max }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


(b) Blocks of length $\ell_{\max }^{\mathrm{m}}$, each of which corresponds to a different $\ell_{\max }^{\mathrm{m}}$-joint probability term in the numerator

| $\cdots$ | $D_{\ell_{0}^{8}}$ | $I_{1}$ | $I_{2}$ | $\cdots$ | $I_{\ell_{0}^{8}}$ | $c_{1}$ | $c_{2}$ | $\cdots$ | $c_{\ell_{\text {max }}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |


(c) Blocks of length $\ell_{\max }^{\mathrm{m}}-1$, each of which corresponds to a different $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probability term in the denominator

Fig. 6. Pictorial representation of the MSSs helps to aid the interpretation of equation (11).
region $\left(\mathcal{R}^{c}\right)^{j_{1}} .^{12}$ For $j_{1} \geq \ell_{\max }^{\mathrm{m}}+1$, we obtain the conditional probability through the expansion (11) at the bottom of the page.

[^6]Equation (11) can be interpreted with the help of Fig. 6 as follows. The condition $\left\{J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}$ indicates that the observed symbols are the last $j_{1}$ symbols of an MSS with length $\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$, followed by $\ell_{\max }^{\mathrm{m}}-1$ marker symbols (see Fig. 6a). These observed symbols generate a total of $j_{1}$ decision variables. Each of the $j_{1}-\ell_{\max }^{\mathrm{m}}+1$ terms

$$
\begin{align*}
& \mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& =\mathbb{P}\left\{V_{1: \ell_{\text {max }}^{\mathrm{m}}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \prod_{k=\ell_{\text {max }}^{\mathrm{m}}+1}^{j_{1}} \mathbb{P}\left\{V_{k} \in \mathcal{R}^{c} \mid V_{k-\ell_{\text {max }}^{\mathrm{m}}+1: k-1} \in \mathcal{R}^{c}, J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& =\mathbb{P}\left\{V_{1: \ell_{\text {max }}^{\mathrm{m}}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \prod_{k=\ell_{\max }^{\mathrm{m}}+1}^{j_{1}} \frac{\mathbb{P}\left\{V_{k-\ell_{\max }+1: k} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{V_{k-\ell_{\text {max }}+1: k-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}} \\
& =\underbrace{\left[\prod_{k=1}^{j_{1}-\ell_{\text {max }}^{\mathrm{m}}} \frac{\mathbb{P}\left\{V_{k: k+\ell_{\text {max }}^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{V_{k+1: k+\ell_{\text {max }}^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}}\right]} \mathbb{P}\left\{V_{J_{1}-\ell_{\text {max }}^{\mathrm{m}}+1: J_{1}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& \triangleq \Lambda_{\text {pal }}\left(j_{1}, \ell_{0}^{\mathrm{d}}, \ell_{0}^{s}\right) \tag{11}
\end{align*}
$$

in the numerator is a $\ell_{\max }^{\mathrm{m}}$-joint probability, and each of the $j_{1}-\ell_{\max }^{\mathrm{m}}$ terms in the denominator is a $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probability. ${ }^{13}$ Different terms in the numerator correspond to different segments of length $\ell_{\max }^{\mathrm{m}}$, which are time-shifted versions of one another (see Fig. 6b). Similarly, different terms in the denominator correspond to different segments of length $\ell_{\max }^{\operatorname{m}}-1$, which are also time-shifted versions of one another (see Fig. 6c). In general, these joint-probability terms need to be obtained numerically. ${ }^{14}$

## B. Derivation for $p_{\text {det }}$

A similar approach to the previous section gives

$$
\begin{aligned}
p_{\text {det }}= & \mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R}\right\} \\
= & \sum_{\ell_{0}^{\mathrm{d}}=1}^{\ell_{\max }^{\mathrm{d}}} \sum_{\ell_{0}^{\mathrm{s}}=0}^{\ell_{\text {max }}} \sum_{j_{1}=1}^{\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\text {max }}^{\mathrm{m}}} \mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R} \mid\right. \\
& \left.\quad J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& \times\left(\frac{1}{\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}}\right) \mathbb{P}\left\{L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} .
\end{aligned}
$$

The conditional probability for $j_{1}=1$ is given by

$$
\begin{aligned}
\mathbb{P}\left\{V_{1: 0}\right. & \left.\in \mathcal{R}^{c}, V_{1} \in \mathcal{R} \mid J_{1}=1, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& \triangleq \mathbb{P}\left\{V_{1} \in \mathcal{R} \mid J_{1}=1, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& =1-\mathbb{P}\left\{V_{1} \in \mathcal{R}^{c} \mid J_{1}=1, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}
\end{aligned}
$$

where the term on the right-hand side has already appeared during the evaluation of $p_{\text {nal }}$. The conditional probability for

[^7]$2 \leq j_{1} \leq \ell_{\max }^{\mathrm{m}}$ can be written as
\[

$$
\begin{align*}
& \mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
&=\mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
&-\mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} . \tag{12}
\end{align*}
$$
\]

The second probability term on the right-hand side has appeared during the evaluation of $p_{\text {nal }}$. The first probability has not appeared before and needs to be evaluated. The conditional probability for $j_{1} \geq \ell_{\max }^{\mathrm{m}}+1$ can be written as (13) at the bottom of the page, where all terms have already appeared in (11) during the evaluation of $p_{\text {nal }}{ }^{15}$

## C. Derivation for $p_{\text {nal-nal }}$

A similar approach to the previous section gives

$$
\begin{aligned}
p_{\text {nal-nal }}= & \mathbb{P}\left\{V_{1}: J_{2} \in \mathcal{R}^{c}\right\} \\
= & \sum_{\ell_{0}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{0}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}} \ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\text {max }}^{\mathrm{m}}} \sum_{j_{1}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{1}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{s}}} \sum_{\ell_{\mathrm{s}}^{\mathrm{s}}=0}^{\mathrm{m}} \mathbb{P}\left\{V_{1: J_{2}} \in \mathcal{R}^{c} \mid\right. \\
& \left.J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \\
& \times\left(\frac{1}{\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\text {max }}^{\mathrm{m}}}\right) \mathbb{P}\left\{L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& \times \mathbb{P}\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} .
\end{aligned}
$$

The conditional probability can be obtained using similar steps leading to (11), resulting in (14) at the bottom of the page, where $j_{2} \triangleq j_{1}+\ell_{1}^{\mathrm{d}}+\ell_{1}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}{ }^{16}$

Equation (14) can be interpreted with the help of Fig. 7 as follows. The condition $\left\{J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\right.$

[^8]\[

\left.$$
\begin{array}{l}
\mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
\\
=\left[\prod_{k=1}^{j_{1}-1} \frac{\mathbb{P}\left\{V_{k: k+\ell_{\max }^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{V_{k+1: k+\ell_{\max }^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}}\right] \\
\\
\times \mathbb{P}\left\{V_{J_{1}-\ell_{\max }+1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}
\end{array}
$$\right] $$
\begin{aligned}
& =\Lambda_{\text {pnal }}\left(j_{1}, \ell_{0}^{\mathrm{d}}, \ell_{0}^{\mathrm{s}}\right)\left[\mathbb{P}\left\{V_{J_{1}-\ell_{\max }^{\mathrm{m}}+1: J_{1}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}\right.  \tag{13}\\
& \quad-\mathbb{P}\left\{V_{\left.J_{1}-\ell_{\max }^{\mathrm{m}}+1: J_{1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\}}\right.
\end{aligned}
$$
\]

$$
\begin{align*}
\mathbb{P}\left\{V_{1: j_{2}} \in \mathcal{R}^{c} \mid J_{1}\right. & \left.=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \\
= & \underbrace{\left[\prod_{k=1}^{j_{2}-\ell_{\max }^{\mathrm{m}}} \frac{\mathbb{P}\left\{V_{k: k+\ell_{\max }^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{V_{k+1: k+\ell_{\text {max }}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\}}\right]}_{\triangleq \Lambda_{\text {pal-mal }}\left(j_{1}, \ell_{0}^{\mathrm{d}}, \ell_{0}^{\mathrm{s}}, \ell_{1}^{\mathrm{s}}, \ell_{1}^{\mathrm{d}}\right)} \tag{14}
\end{align*}
$$

$\left.\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\}$ indicates that the segment of the observed symbols consists of (a) the last $j_{1}$ symbols of an MSS with length $\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\text {max }}^{\mathrm{m}}$, (b) all symbols of the next MSS with length $\ell_{1}^{\mathrm{d}}+\ell_{1}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$, and (c) $\ell_{\max }^{\mathrm{m}}-1$ marker symbols (see Fig. 7a). These observed symbols generate a total of $j_{2}$ decision variables. Each of the $j_{2}-\ell_{\max }^{\mathrm{m}}+1$ terms in the numerator is a $\ell_{\max }^{\mathrm{m}}$-joint probability, and each of the $j_{2}-\ell_{\max }^{\mathrm{m}}$ terms in the denominator is a $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probability. Different terms in the numerator correspond to different segments of length $\ell_{\max }^{\mathrm{m}}$, which are time-shifted versions of one another (see Fig. 7b). Similarly, different terms in the denominator correspond to different segments of length $\ell_{\max }^{m}-1$, which are also time-shifted versions of one another (see Fig. 7c). In general, these joint-probability terms need to be obtained numerically.

By comparing Fig. 7 and Fig. 6, it will be apparent that most of the $\ell_{\max }^{\mathrm{m}}$-joint probabilities and $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probabilities in (14) have already appeared in (11) for the evaluation of $p_{\text {nal }}$. The remaining joint probability terms need to be evaluated, and these terms correspond to the segments near the boundary of the MSSs. Hence, the effort to obtain $p_{\text {nal-nal }}$ after we have obtained $p_{\text {nal }}$ is minimal from a numerical point of view.

## D. Derivation for $p_{\text {nal-det }}$

A similar approach to the previous case gives
$p_{\text {nal-det }}$

$$
\begin{aligned}
& =\mathbb{P}\left\{V_{1: J_{2}-1} \in \mathcal{R}^{c}, V_{J_{2}} \in \mathcal{R}\right\} \\
& =\sum_{\ell_{0}^{d}=1}^{\ell_{\text {max }}^{d}} \sum_{\ell_{0}^{s}=0}^{\ell_{\text {max }}^{s}} \sum_{j_{1}=1}^{\ell_{0}^{d}+\ell_{0}^{s}+\ell_{\text {max }}^{m}} \sum_{\ell_{1}^{d}=1}^{\ell_{\text {max }}^{d}} \sum_{\ell_{1}^{s}=0}^{\ell_{\text {max }}^{s}} \mathbb{P}\left\{V_{1: J_{2}-1} \in \mathcal{R}^{c}, V_{J_{2}} \in \mathcal{R} \mid\right. \\
& \left.J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\frac{1}{\ell_{0}^{\mathrm{d}}+\ell_{0}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}}\right) \mathbb{P}\left\{L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}\right\} \\
& \times \mathbb{P}\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\},
\end{aligned}
$$

where the conditional probability can be obtained numerically from the expansion (15) at the bottom of the page, for $j_{2} \triangleq$ $j_{1}+\ell_{1}^{\mathrm{d}}+\ell_{1}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$. All terms in (15) have appeared in (14) for the evaluation of $p_{\text {nal-nal }}{ }^{17}$ Hence, the effort to obtain $p_{\text {nal-det }}$ after we have obtained $p_{\text {nal-nal }}$ is minimal from a numerical point of view.

## E. Derivation for $c_{\text {nal }}$

We write $c_{\text {nal }}$ as given by (16) at the bottom of the page.
To simplify the index, we let $W_{j} \triangleq V_{j+J_{2}-\ell_{\text {max }}^{m}}+1$, for $j \geq 1$. Then, $c_{\text {nal }}$ is given by (17) at the bottom of the page. The ratio of conditional probabilities in the summation can be obtained by expanding the numerator using similar steps leading to (11): for the length $n \triangleq \ell_{2}^{\mathrm{d}}+\ell_{2}^{\mathrm{s}}+2 \ell_{\max }^{\mathrm{m}}-1,{ }^{18}$

$$
\begin{gather*}
\frac{\mathbb{P}\left\{W_{1: n} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{W_{1: \ell_{\max }-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}} \\
=\Lambda_{\text {cnal }}\left(\ell_{1}^{\mathrm{d}}, \ell_{1}^{\mathrm{s}}, \ell_{2}^{\mathrm{d}}, \ell_{2}^{\mathrm{s}}\right) \mathbb{P}\left\{W_{n-\ell_{\max }^{\mathrm{m}}+1: n} \in \mathcal{R}^{c} \mid\right. \\
\left.L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}, \tag{18}
\end{gather*}
$$

where $\Lambda_{\text {cnal }}\left(\ell_{1}^{\mathrm{d}}, \ell_{1}^{\mathrm{s}}, \ell_{2}^{\mathrm{d}}, \ell_{2}^{\mathrm{s}}\right)$ is given by (19) at the bottom of the next page.

Equation (18) can be interpreted with the help of Fig. 8 as follows. The condition $\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}$ indicates that the segment of observed symbols consists of (a)

[^9]\[

$$
\begin{align*}
& \mathbb{P}\left\{V_{1: j_{2}-1} \in \mathcal{R}^{c}, V_{j_{2}} \in \mathcal{R} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \\
& =\Lambda_{\text {pnal-nal }}\left(j_{1}, \ell_{0}^{\mathrm{d}}, \ell_{0}^{\mathrm{s}}, \ell_{1}^{\mathrm{s}}, \ell_{1}^{\mathrm{d}}\right) \mathbb{P}\left\{V_{j_{2}-\ell_{\max }^{\mathrm{m}}+1: j_{2}-1} \in \mathcal{R}^{c}, V_{j_{2}} \in \mathcal{R} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \\
& =\Lambda_{\text {pnal-nal }}\left(j_{1}, \ell_{0}^{\mathrm{d}}, \ell_{0}^{\mathrm{s}}, \ell_{1}^{\mathrm{s}}, \ell_{1}^{\mathrm{d}}\right)\left[\mathbb{P}\left\{V_{j_{2}-\ell_{\max }^{\mathrm{m}}+1: j_{2}-1} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\}\right. \\
& \left.\quad-\mathbb{P}\left\{V_{j_{2}-\ell_{\max }^{\mathrm{m}}+1: j_{2}} \in \mathcal{R}^{c} \mid J_{1}=j_{1}, L_{0}^{\mathrm{d}}=\ell_{0}^{\mathrm{d}}, L_{0}^{\mathrm{s}}=\ell_{0}^{\mathrm{s}}, L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\}\right] \tag{15}
\end{align*}
$$
\]

$$
\begin{align*}
& c_{\text {nal }}=\mathbb{P}\left\{V_{J_{2}+1: J_{3}} \in \mathcal{R}^{c} \mid V_{J_{2}-\ell_{\max }^{\max }}+2: J_{2} \in \mathcal{R}^{c}\right\} \\
& =\sum_{\ell_{1}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{1}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}}} \sum_{\ell_{2}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{2}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}}} \frac{\mathbb{P}\left\{V_{J_{2}-\ell_{\text {max }}^{\mathrm{m}}+2: J_{3}} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{V_{J_{2}-\ell_{\text {max }}^{\mathrm{m}}+2: J_{2}} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}} \\
& \times \mathbb{P}\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \mathbb{P}\left\{L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\} \tag{16}
\end{align*}
$$

$$
\begin{array}{r}
c_{\text {nal }}=\sum_{\ell_{1}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{1}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}}} \sum_{\ell_{2}^{\mathrm{d}}=1}^{\ell_{\max }^{\mathrm{d}}} \sum_{\ell_{2}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}}} \frac{\mathbb{P}\left\{W_{1: J_{3}-J_{2}+\ell_{\text {max }}^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{W_{1: \ell_{\max }^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}} \\
\times \mathbb{P}\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \mathbb{P}\left\{L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\} \tag{17}
\end{array}
$$

the last $\ell_{\max }^{\mathrm{m}}-1$ symbols from an MSS, (b) entire $\ell_{2}^{\mathrm{d}}+\ell_{2}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$ symbols from the next MSS, and (c) $\ell_{\max }^{\mathrm{m}}-1$ marker symbols (see Fig. 8a). These observed symbols generate a total of $n$ decision variables. Each of the $n-\ell_{\max }^{\mathrm{m}}+1$ terms in the numerator is a $\ell_{\max }^{\mathrm{m}}$-joint probability, and each of the $n-\ell_{\max }^{\mathrm{m}}+1$ terms in the denominator is a $\left(\ell_{\max }^{\mathrm{m}}-1\right)$ joint probability. Different terms in the numerator correspond to different segments of length $\ell_{\max }^{\mathrm{m}}$, which are time-shifted versions of one another (see Fig. 8b). Similarly, different terms in the denominator correspond to different segments of length $\ell_{\max }^{\operatorname{m}}-1$, which are also time-shifted versions of one another (see Fig. 8c). In general, these joint-probability terms need to be obtained numerically.

A comparison of Fig. 8 and Fig. 7 shows that all $\ell_{\max }^{\operatorname{man}}$-joint probabilities and $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probabilities in (18) and (19) have already appeared in (14) for the evaluation of $p_{\text {nal-nal }}$. Hence, the effort to obtain $c_{\text {nal }}$ after we have obtained $p_{\text {nal-nal }}$ is minimal from a numerical point of view.

## F. Derivation for $c_{\text {det }}$

A similar approach to the previous section gives (20) at the bottom of the page, where $n \triangleq n\left(\ell_{2}^{\mathrm{d}}, \ell_{2}^{\mathrm{s}}\right)=\ell_{2}^{\mathrm{d}}+\ell_{2}^{\mathrm{s}}+$ $2 \ell_{\max }^{\mathrm{m}}-1$ and $W_{j} \triangleq V_{j+J_{2}-\ell_{\max }^{\mathrm{m}}+1}$. The ratio of conditional probabilities in the summation can be written as (21) at the bottom of the page, where all terms in the right-hand side of (21) have already appeared in (18) for the evaluation of $c_{\text {nal }} .{ }^{19}$ Hence, the effort to obtain $c_{\text {det }}$ after we have obtained $c_{\text {nal }}$ is minimal from a numerical point of view.

[^10]
## VI. Computation Time

This section assesses the computation time as a function of system parameters, $\ell_{\text {max }}^{\mathrm{m}}, \ell_{\text {max }}^{\mathrm{d}}$, and $\ell_{\text {max }}^{\mathrm{s}}$.

Computation time $T_{\text {comp }}$ required for evaluating the transition probabilities arises from two subtasks. The first subtask is to evaluate the joint probability terms that appear in the expressions for the transition probabilities. The second subtask is to multiply these joint probability terms and sum them during the evaluation of the transition probabilities. Total computation time equals computation time $T_{\text {comp }}^{(1)}$ for the first subtask plus the computation time $T_{\text {comp }}^{(2)}$ for the second subtask.

Computation time for the first subtask depends on the number of distinct joint probabilities and is given by

$$
\begin{equation*}
T_{\mathrm{comp}}^{(1)}=\sum_{k=1}^{\ell_{\max }^{\mathrm{m}}} \tilde{N}(k) E(k) \tag{22}
\end{equation*}
$$

where $E(k)_{\sim}$ denotes the computation time of a $k$-joint probability and $\tilde{N}(k)$ denotes the number of $k$-joint probabilities required to evaluate the transition probabilities. If the transition probabilities are derived according to the previous section, the value of $\tilde{N}(k)$ satisfies (see Appendix F)

$$
\begin{align*}
2 & \leq \tilde{N}(k) \leq 2 k+1, \text { for } 1 \leq k \leq \ell_{\max }^{\mathrm{m}}-2  \tag{23a}\\
3 \ell_{\max }^{\mathrm{m}}-2 & \leq \tilde{N}\left(\ell_{\max }^{\mathrm{m}}-1\right) \leq 5 \ell_{\max }^{\mathrm{m}}-4,  \tag{23b}\\
3 \ell_{\max }^{\mathrm{m}}-1 & \leq \tilde{N}\left(\ell_{\max }^{\mathrm{m}}\right) \leq 5 \ell_{\max }^{\mathrm{m}}-2 \tag{23c}
\end{align*}
$$

According to the appendix, the left inequalities are satisfied with equality if $L_{i}^{\mathrm{s}}=0$, a typical case for continuous transmission without any idle fill character. The right inequalities

$$
\begin{align*}
& \Lambda_{\text {cnal }}\left(\ell_{1}^{\mathrm{d}}, \ell_{1}^{\mathrm{s}}, \ell_{2}^{\mathrm{d}}, \ell_{2}^{\mathrm{s}}\right) \triangleq \frac{1}{\mathbb{P}\left\{W_{1: \ell_{\max }^{\mathrm{m}}-1}\right.} \in \frac{\left.\mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{} \\
& \times\left[\prod_{k=1}^{n-\ell_{\max }^{\mathrm{m}}} \frac{\mathbb{P}\left\{W_{k: k+\ell_{\max }^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{W_{k+1: k+\ell_{\max }^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}\right] \tag{19}
\end{align*}
$$

$$
\begin{align*}
& c_{\text {det }}=\mathbb{P}\left\{V_{J_{2}+1: J_{3}-1} \in \mathcal{R}^{c}, V_{J_{3}} \in \mathcal{R} \mid V_{J_{2}-\ell_{\text {max }}^{\mathrm{m}}+2: J_{2}} \in \mathcal{R}^{c}\right\} \\
& =\sum_{\ell_{1}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{1}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}}} \sum_{\ell_{2}^{\mathrm{d}}=1}^{\ell_{\text {max }}^{\mathrm{d}}} \sum_{\ell_{2}^{\mathrm{s}}=0}^{\ell_{\text {max }}^{\mathrm{s}}} \frac{\mathbb{P}\left\{W_{1: n-1} \in \mathcal{R}^{c}, W_{n} \in \mathcal{R} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{W_{1: \ell_{\text {max }}^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}} \\
& \times \mathbb{P}\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}\right\} \mathbb{P}\left\{L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}\right\} \mathbb{P}\left\{L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\} \tag{20}
\end{align*}
$$

$$
\begin{align*}
& \frac{\mathbb{P}\left\{W_{1: n-1} \in \mathcal{R}^{c}, W_{n} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}}{\mathbb{P}\left\{W_{1: \ell_{\text {max }}^{\mathrm{m}}-1} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}} \\
& =\Lambda_{\text {cnal }}\left(\ell_{1}^{\mathrm{d}}, \ell_{1}^{\mathrm{s}}, \ell_{2}^{\mathrm{d}}, \ell_{2}^{\mathrm{s}}\right)\left[\mathbb{P}\left\{W_{n-\ell_{\max }^{\mathrm{m}}}+1: n-1 \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}\right. \\
& \left.\quad-\mathbb{P}\left\{W_{n-\ell_{\text {max }}^{\mathrm{m}}+1: n} \in \mathcal{R}^{c} \mid L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}\right] \tag{21}
\end{align*}
$$


(b) Blocks of length $\ell_{\max }^{\mathrm{m}}$, each of which corresponds to a different $\ell_{\max }^{\mathrm{m}}$-joint probability term in the numerator


Fig. 7. Pictorial representation of the MSS helps to aid the interpretation of equation (14).
are satisfied with equality if $L_{i}^{s} \geq 2 \ell_{\max }^{\mathrm{m}}-2$, a typical case for a transmission with large number of idle fill characters or a bursty transmission with long silent periods. The value of $E(k)$ depends on a specific application. For example, an
exponential function, $E(k)=c^{k}$ for a constant $c>1$, is a reasonable model for computation time of a $k$-nested integration using a conventional approach [49, p. 161]. In that

(a) Sequence of symbols satisfying the condition $\left\{L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}, L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}, L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}, L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}\right\}$

(b) Blocks of length $\ell_{\max }^{\mathrm{m}}$, each of which corresponds to a different $\ell_{\max }^{\mathrm{m}}$-joint probability term in the numerator

(c) Blocks of length $\ell_{\max }^{\mathrm{m}}-1$, each of which corresponds to a different $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probability term in the denominator

Fig. 8. Pictorial representation of the MSSs helps to aid the interpretation of equation (18).
case, $T_{\text {comp }}^{(1)}$ in (22) becomes [50, eq. 0.113]

$$
T_{\mathrm{comp}}^{(1)}=O\left(\ell_{\max }^{\mathrm{m}} c^{\ell_{\max }^{\mathrm{m}}}\right)
$$

which gives a computation time for the first subtask.
Computation time for the second subtask is dominated by time required to evaluate $p_{\text {nal-nal }}$. Hence,
$T_{\mathrm{comp}}^{(2)}=\left\{\begin{array}{l}O\left(\left(\ell_{\max }^{\mathrm{d}}\right)^{2}\left(\ell_{\max }^{\mathrm{d}}+\ell_{\max }^{\mathrm{m}}\right)^{2}\right), \\ \\ \text { if } \ell_{\max }^{\mathrm{s}}=0 ; \\ O\left(\left(\ell_{\max }^{\mathrm{d}}\right)^{2}\left(\ell_{\max }^{\mathrm{s}}\right)^{2}\left(\ell_{\max }^{\mathrm{d}}+\ell_{\max }^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}\right)^{2}\right), \\ \text { if } \ell_{\max }^{\mathrm{s}} \geq \ell_{\max }^{\mathrm{m}}-1 .\end{array}\right.$
Therefore, total computation time is
$T_{\text {comp }}=\left\{\begin{array}{cc}O\left(\left(\ell_{\max }^{\mathrm{d}}\right)^{2}\left(\ell_{\max }^{\mathrm{d}}+\ell_{\max }^{\mathrm{m}}\right)^{2}\right. & \left.+\ell_{\max }^{\mathrm{m}} c^{\ell_{\max }^{\mathrm{m}}}\right), \\ & \text { if } \ell_{\max }^{\mathrm{s}}=0 ; \\ O\left(\left(\ell_{\max }^{\mathrm{d}}\right)^{2}\left(\ell_{\max }^{\mathrm{s}}\right)^{2}\left(\ell_{\max }^{\mathrm{d}}+\right.\right. & \left.\ell_{\max }^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}\right)^{2} \\ \left.+\ell_{\max }^{\mathrm{m}} c^{\ell_{\text {max }}^{\mathrm{m}}}\right), & \text { if } \ell_{\max }^{\mathrm{s}} \geq \ell_{\max }^{\mathrm{m}}-1 .\end{array}\right.$

## VII. Numerical Examples

To illustrate our analytical framework developed in previous sections, we consider the simplest scenario, involving continuous transmission of binary symbols over the additive white Gaussian noise (AWGN) channel.

## A. Case Study

Transmitted data symbols, $\left\{D_{j}\right\}$, are assumed to be i.i.d. and equally likely to take a value of -1 or +1 . The length $L_{i}^{\mathrm{d}}$ of frame number $i$ is uniform over the set, $\left\{\ell_{\text {min }}^{\mathrm{d}}, \ell_{\text {min }}^{\mathrm{d}}+\right.$ $\left.1, \ldots, \ell_{\max }^{\mathrm{d}}\right\}$, and $L_{i}^{\mathrm{s}}=0$. The transmitter injects a marker with good correlation properties into the beginning of each frame. The data and marker symbols are converted into waveforms for transmission, which are impaired by AWGN.
The frame synchronizer decides whether a marker begins at index $j$ by considering two hypotheses. Let $\mathrm{H}_{1}$ denote the hypothesis that a marker begins at index $j$, whereas $\mathrm{H}_{0}$ denotes


Fig. 9. The threshold is selected to achieve the probability of false alarm at a desired level, $\alpha$. The figure shows $\alpha=10^{-2}$ and the marker length $\ell_{\max }^{\mathrm{m}}=16$.
the hypothesis that a marker does not begin at index $j$ :
$\mathrm{H}_{1}: X_{i}=c_{i-j+1}+N_{i}, \quad\left(i=j, j+1, \ldots, j+\ell_{\max }^{\operatorname{m}}-1\right)$
$\mathrm{H}_{0}: X_{i}=D_{i}+N_{i}, \quad\left(i=j, j+1, \ldots, j+\ell_{\max }^{\operatorname{m}}-1\right)$.
Here, $\left\{N_{i}\right\}$ are i.i.d. Gaussian random variables with zero mean and variance $\sigma^{2}$. We eliminate the cases where there is a mixture of data and marker symbols from our hypothesis, since segments of well-designed markers should mimic a sequence of random data [37], [38].

We will employ a decision rule based on soft correlation with the decision function $g_{1}$ in (1). The threshold for decision rule, denoted by $\eta$, is chosen according to the Neyman-Pearson criteria [51, p. 216]. Hence, our decision rule becomes

$$
V_{j} \triangleq \sum_{k=1}^{\ell_{\max }^{\mathrm{m}}} c_{k} X_{j+k-1} \underset{\mathrm{H}_{0}}{\stackrel{\mathrm{H}_{1}}{\gtrless}} \eta .
$$

## B. Selection of Threshold

Let the random variable $H \in\left\{\mathrm{H}_{1}, \mathrm{H}_{0}\right\}$ denote the true hypothesis. Using Neyman-Pearson criteria, we select a threshold $\eta$ such that the probability of false alarm equals a desired level, $\alpha$ :

$$
\begin{equation*}
\mathbb{P}\left\{V_{j}>\eta \mid H=\mathrm{H}_{0}\right\}=\alpha \tag{24}
\end{equation*}
$$

We now evaluate the false alarm probability as follows.
Without loss of generality, we will set the time index $j=1$. Under hypothesis $H=\mathrm{H}_{0}$, decision variable $V_{1}$ involves a sum of i.i.d. Bernoulli random variables, $\sum_{k=1}^{\ell_{\max }^{\mathrm{m}}} c_{k} D_{k}$, and a sum of normal random variables, $\sum_{k=1}^{\ell_{\text {max }}^{\text {m }}} c_{k} N_{k}$. The probability of false alarm at a given threshold $\eta$ equals [38, eq. (51)]

$$
\begin{aligned}
\mathbb{P}\left\{V_{j}>\eta \mid\right. & \left.H=\mathrm{H}_{0}\right\} \\
& =\frac{1}{2^{\ell_{\max }}} \sum_{k=0}^{\ell_{\max }^{\mathrm{m}}}\binom{\ell_{\max }^{\mathrm{m}}}{k} Q\left(\frac{\eta-\ell_{\max }^{\mathrm{m}}+2 k}{\sqrt{\sigma^{2} \ell_{\max }^{\mathrm{m}}}}\right)
\end{aligned}
$$

where $Q(x)$ is Gaussian $Q$-function [52, eq. 2.1-97]. We


Fig. 10. The Gaussian approximation can be used to approximate the probability of false alarm $\left(\sigma^{2}=1\right)$.
then obtain $\eta$ by numerically solving the nonlinear equation (24) using a technique such as the bisection method. The probability of false alarm for various $\sigma^{2}$ is depicted in Fig. 9.

Remark 1: The bisection method requires an initial point $\eta_{0}$ to begin the iteration. One approach to select a good initial point is to approximate $V_{j}$ by a Gaussian random variable. This approximation is motivated by the central limit theorem. Mathematically, for large $\ell_{\max }^{\mathrm{m}}$ the false alarm probability, $\mathbb{P}\left\{V_{j}>\eta \mid H=\mathrm{H}_{0}\right\}$, is approximated by

$$
Q\left(\frac{\eta}{\sqrt{\ell_{\max }^{\mathrm{m}}\left(1+\sigma^{2}\right)}}\right)
$$

Under this approximation, the initial point is given by

$$
\eta_{0}=Q^{-1}(\alpha) \sqrt{\ell_{\max }^{\mathrm{m}}\left(1+\sigma^{2}\right)}
$$

which is easy to obtain using standard mathematical packages. The Gaussian approximation turns out to be very good (Fig. 10), implying that the bisection method will terminate in a few steps.

Remark 2: To obtain the transition probabilities, we follow the approach described in Sec. V. Each joint probability term in that section is obtained by conditioning on data symbols, if applicable, and then integrating the joint pdf of the Gaussian random variables over the appropriate region, defined by the threshold. ${ }^{20}$ As an example, a joint probability term that needs to be evaluated is

$$
\mathbb{P}\left\{W_{1} \leq \eta, W_{2} \leq \eta, \ldots, W_{\ell_{\max }}^{\operatorname{m}} \leq \eta\right\}
$$

where

$$
W_{j}=\sum_{k=1}^{\ell_{\max }^{\mathrm{m}}} c_{k}\left(D_{k+j-1}+N_{k+j-1}\right) \quad\left(j=1,2,3, \ldots, \ell_{\max }^{\mathrm{m}}\right)
$$

[^11]

Fig. 11. The expected number of MSSs required for a correct acquisition measures the amount of time to complete frame synchronization.


Fig. 12. As the duration $m$ to acquire the marker increases, the probability of correct acquisition within the given duration increases.

To evaluate this probability, we write

$$
\begin{aligned}
& \mathbb{P}\left\{W_{1} \leq \eta, W_{2} \leq \eta, \ldots, W_{\ell_{\max }^{\operatorname{m}}} \leq \eta\right\} \\
& =\mathbb{E}\left\{\mathbb { P } \left\{W_{1} \leq \eta, W_{2} \leq \eta, \ldots, W_{\ell_{\max }^{\mathrm{m}}} \leq \eta \mid\right.\right. \\
& \left.\left.\quad D_{1}, D_{2}, \ldots, D_{2 \ell_{\max }^{\mathrm{m}}-1}\right\}\right\}
\end{aligned}
$$

where the expectation is over the data symbols $\left\{D_{j}\right\}$. Conditioned on $\left\{D_{j}=d_{j}\right\}$ for $d_{j} \in\{-1,+1\}$, the random vector $\left(W_{1}, W_{2}, \ldots, W_{\ell_{\text {max }}}\right)$ has a multivariate normal distribution, whose cumulative density function (cdf) can be obtained efficiently using, for example, the method in [53]. ${ }^{21}$

## C. Discussion

For the purpose of illustration, we consider a false alarm level of $\alpha=1 \%$, a marker of length $\ell_{\max }^{\mathrm{m}}=8$, and

[^12]

Fig. 13. The pmf of $M$ is obtained from the performance metric $\mathbb{P}\{M \leq m\}$.
a frame length $L_{i}^{\mathrm{d}}$ that is uniform on $\{30,31, \ldots, 40\}$. Marker symbols are selected to be $\left(c_{1}, \ldots, c_{8}\right)=$ $(+1,-1,+1,+1,+1,-1,-1,-1)$ to ensure good correlation properties [10]. Using these parameters, we evaluate the performance metrics in Secs. III and IV.

Figure 11 shows the expected time to complete the marker acquisition as a function of the signal to noise ratio (SNR), $1 / \sigma^{2}$. The expected time decreases with an increase in SNR as one would expect and reaches an asymptotic value, which is slightly greater than 1 in a high SNR regime. ${ }^{22}$ This behavior can be attributed to the fact that the errors can still occur due to the data symbols replicating the marker. To eliminate this type of decision error, the transmitter must modify the sequence of transmitted symbols, for example, using an approach similar to $[54, \mathrm{p} .88] .{ }^{23}$

Figure 12 shows the probability of correct acquisition within a given duration, measured in terms of the number $m$ of MSSs. For the purpose of illustration, we consider $m=1,2,4$. The probability of correct acquisition increases with $m$ as one would expect, indicating that the longer the duration spent to detect a marker, the more likely that the marker acquisition will be correct. The probabilities $\mathbb{P}\{M \leq m\}$ in the high SNR regime are related to the events of data symbols replicating the marker. In Figs. 11-12, we also report the simulation results, which confirm the validity of our analysis.

The performance metric $\mathbb{P}\{M \leq m\}$ can be used to obtain the probability mass function (pmf) of $M$ as well as the moments of $M$. For illustration purposes, we plot the pmf of $M$ in Fig. 13 and the standard deviation of $M$ as a shaded area around $\mathbb{E}\{M\}$ in Fig. $11 .{ }^{24}$ Notice in Fig. 13 that the pmf of $M$ for low SNR is spread, thus resulting in a large standard deviation as can be observed in Fig. 11.

## VIII. CONCLUSION

Frame synchronization is important for packet transmission, especially in a network of cognitive radios. This paper focuses on both the continuous transmission of variable-length frames and bursty transmission of frames, which arise, for example, in multimedia encoded video streaming. The paper puts forth important performance metrics, namely the expected time to complete frame synchronization and the probability of correct acquisition within a given duration. The first metric is suitable for characterizing performance of transmission systems without delay constraints, while the second one is suitable for systems with delay constraints. We derive these performance metrics using renewal theory.

The strength of our approach is that these metrics can be expressed in terms of a few parameters, which we refer to as the transition probabilities. The transition probabilities depend on the SNR, the decision rule, and the fading conditions. We discuss approaches to obtain the transition probabilities numerically. Once the transition probabilities have been obtained for a given SNR, they can be used to evaluate the performance of a frame synchronization system.

To demonstrate an application of our results, we consider a simple example, involving continuous transmission in the AWGN channel. We use a soft decision rule and a threshold test for detecting a marker, where the threshold is selected according to the Neyman-Pearson criteria. The results in this paper provide valuable insights into the performance of frame synchronization for variable-length packets and can serve as a guideline for the deployment of future radio networks.

## Appendix A <br> Justification of EQUATION (4)

To simplify the analysis, we assume, without loss of generality, that attempts to perform frame synchronization continue indefinitely even after a correct marker acquisition. This assumption implies that $M_{i}$ is well-defined for any $i \geq 1$.

To prove the claim, we begin by defining auxiliary random variables:

$$
Y_{i} \triangleq \begin{cases}1, & \text { if attempt } i \text { yields a correct acquisition } \\ 0, & \text { otherwise }\end{cases}
$$

for $i \geq 1$, and

$$
I_{\mathcal{E}} \triangleq \begin{cases}1, & \text { if event } \mathcal{E} \text { occurs }  \tag{25}\\ 0, & \text { otherwise }\end{cases}
$$

Hence,

$$
\begin{equation*}
K=\inf \left\{i \geq 1: Y_{i}=1\right\} \tag{26}
\end{equation*}
$$

Let $S_{K} \triangleq M=M_{1}+M_{2}+\cdots+M_{K}$. Then, similar to the proof of Wald's identity,

[^13]\[

$$
\begin{align*}
\mathbb{E}\left\{S_{K}\right\} & \stackrel{(a)}{=} \sum_{k=1}^{\infty} \mathbb{E}\left\{S_{K} I_{\{K=k\}}\right\} \\
& \stackrel{(b)}{=} \sum_{k=1}^{\infty} \sum_{i=1}^{k} \mathbb{E}\left\{M_{i} I_{\{K=k\}}\right\} \\
& \stackrel{(c)}{=} \sum_{i=1}^{\infty} \sum_{k=i}^{\infty} \mathbb{E}\left\{M_{i} I_{\{K=k\}}\right\} \\
& =\sum_{i=1}^{\infty} \mathbb{E}\left\{M_{i} I_{\{K \geq i\}}\right\}, \tag{27}
\end{align*}
$$
\]

where $(a)$ is a summation over disjoint regions, $(b)$ is due to the definition of $S_{k}$ and linearity of expectation, and $(c)$ is due to [56, Corr. to Thm. 1.27]. To show that $M_{i}$ and $I_{\{K \geq i\}}$ are independent for any $i$, we write

$$
\begin{aligned}
I_{\{K \geq i\}} & =1-I_{\{K \leq i-1\}} \\
& =1-I_{\left\{Y_{1}=1 \text { or } Y_{2}=1 \text { or } \ldots \text { or } Y_{i-1}=1\right\}}
\end{aligned}
$$

(from eq. (26))
which shows that $I_{\{K \geq i\}}$ is a function of $\mathbf{Y} \triangleq$ $\left(Y_{1}, Y_{2}, \ldots, Y_{i-1}\right)$. Random vector $\mathbf{Y}$ is independent of $M_{i}$ because different acquisition attempts examine disjoint MSSs. ${ }^{25}$ A continuation of (27) gives

$$
\begin{aligned}
\mathbb{E}\left\{S_{K}\right\} & =\sum_{i=1}^{\infty} \mathbb{E}\left\{M_{i}\right\} \mathbb{E}\left\{I_{\{K \geq i\}}\right\} \quad \text { (independence) } \\
& =\sum_{i=1}^{\infty} \mathbb{E}\left\{M_{1}\right\} \mathbb{P}\{K \geq i\} \quad \text { (identically distributed) } \\
& =\mathbb{E}\left\{M_{1}\right\} \mathbb{E}\{K\}
\end{aligned}
$$

which proves the claim. ${ }^{26}$

## Appendix B

## Probability of Correct AcQuisition

The probability of correct acquisition is given by

$$
\begin{aligned}
p_{\mathrm{cAcq}}= & \mathbb{P}\left\{\bigcup_{i=1}^{\infty}\left\{V_{1: J_{i}-1} \in \mathcal{R}^{c}, V_{J_{i}} \in \mathcal{R}\right\}\right\} \\
= & \sum_{i=1}^{\infty} \mathbb{P}\left\{V_{1: J_{i}-1} \in \mathcal{R}^{c}, V_{J_{i}} \in \mathcal{R}\right\} \quad \text { (disjoint union) } \\
= & \underbrace{\mathbb{P}\left\{V_{1: J_{1}-1} \in \mathcal{R}^{c}, V_{J_{1}} \in \mathcal{R}\right\}}_{=p_{\text {det }}} \\
& +\underbrace{\mathbb{P}\left\{V_{1: J_{2}-1} \in \mathcal{R}^{c}, V_{J_{2}} \in \mathcal{R}\right\}}_{=p_{\text {nal-det }}} \\
& +\sum_{i=3}^{\infty} \mathbb{P}\left\{V_{1: J_{i}-1} \in \mathcal{R}^{c}, V_{J_{i}} \in \mathcal{R}\right\} .
\end{aligned}
$$

[^14]Terms in the infinite sum can be simplified into

$$
\begin{aligned}
& \mathbb{P}\left\{V_{1: J_{i}-1} \in \mathcal{R}^{c}, V_{J_{i}} \in \mathcal{R}\right\} \\
& = \\
& \underbrace{}_{=\text {nal-nal }^{\mathbb{P}}\left\{V_{1: J_{2}} \in \mathcal{R}^{c}\right\}} \\
& \quad \times\left[\prod_{k=2}^{i-2} \mathbb{P}\left\{V_{J_{k}+1: J_{k+1}} \in \mathcal{R}^{c} \mid V_{J_{k}-\ell_{\max }^{\mathrm{m}}+2: J_{k}} \in \mathcal{R}^{c}\right\}\right] \\
& \\
& \times \mathbb{P}\left\{V_{J_{i-1}+1}: J_{i}-1 \in \mathcal{R}^{c}, V_{J_{i}} \in \mathcal{R} \mid\right. \\
& =V_{\left.J_{\text {nal-nal }}\left(c_{\text {nal }}\right)^{i-3} c_{\text {det }} \quad V_{J_{i-1}-\ell_{\max }^{\mathrm{m}}+2: J_{i-1}} \in \mathcal{R}^{c}\right\}} \quad \text { (Time invariance), }
\end{aligned}
$$

where $\prod_{k=2}^{1}(\cdot) \triangleq 1,\left(c_{\text {nal }}\right)^{0} \triangleq 1$, and the parameters $c_{\text {nal }}$ and $c_{\text {det }}$ are defined in (6). Hence,

$$
p_{\mathrm{cAcq}}=p_{\mathrm{det}}+p_{\text {nal-det }}+\sum_{i=3}^{\infty} p_{\text {nal-nal }}\left(c_{\mathrm{nal}}\right)^{i-3} c_{\mathrm{det}} .
$$

If $c_{\text {nal }}=1$, then $c_{\text {det }}=0$ and $p_{\text {cAcq }}=p_{\text {det }}+p_{\text {nal-det }}$. Otherwise, the infinite sum is a geometric series. Putting both cases of $c_{\text {nal }}$ together yields (7).

## Appendix C

## Expected Time to Acquire a Marker

The expected time to acquire a marker equals

$$
\begin{aligned}
\mathbb{E}\left\{M_{1}\right\} & =\sum_{i=1}^{\infty} \mathbb{P}\left\{M_{1} \geq i\right\} \\
& =1+\sum_{i=2}^{\infty} \mathbb{P}\left\{M_{1} \geq i\right\}
\end{aligned}
$$

since $M_{1} \geq 1$. The probability in the infinite sum can be obtained by observing that $\left\{M_{1} \geq i\right\}=\left\{V_{1: J_{i-1}} \in \mathcal{R}^{c}\right\}$. Hence,

$$
\begin{aligned}
& \mathbb{P}\left\{M_{1} \geq 2\right\}=\mathbb{P}\left\{V_{1: J_{1}} \in \mathcal{R}^{c}\right\}=p_{\text {nal }} \\
& \mathbb{P}\left\{M_{1} \geq 3\right\}=\mathbb{P}\left\{V_{1: J_{2}} \in \mathcal{R}^{c}\right\}=p_{\text {nal-nal }}
\end{aligned}
$$

and for $i \geq 4$,

$$
\begin{aligned}
& \mathbb{P}\left\{M_{1} \geq i\right\} \\
& =\mathbb{P}\left\{V_{1: J_{2}} \in \mathcal{R}^{c}\right\} \\
& \\
& \quad \times \prod_{k=2}^{i-2} \mathbb{P}\left\{V_{J_{k}+1: J_{k+1}} \in \mathcal{R}^{c} \mid V_{J_{k}-\ell_{\max }^{\operatorname{m}}+2: J_{k}} \in \mathcal{R}^{c}\right\} \\
& =p_{\text {nal-nal }}\left(c_{\text {nal }}\right)^{i-3} \quad \text { (Time invariance). }
\end{aligned}
$$

Hence

$$
\mathbb{E}\left\{M_{1}\right\}=1+p_{\text {nal }}+p_{\text {nal-nal }}+\sum_{i=4}^{\infty} p_{\text {nal-nal }}\left(c_{\text {nal }}\right)^{i-3}
$$

which simplifies into (8).
The expression for $\mathbb{E}\left\{M_{1}\right\}$, which involves three cases, can be understood intuitively as follows. The condition $0<$ $p_{\text {nal-nal }} \leq 1$ means that with non-zero probability a marker detector examines more than two MSSs. The condition $c_{\text {nal }}=1$ implies that if the marker detector examines more than two MSSs, then the marker detector will never terminate. The condition $0<p_{\text {nal-nal }} \leq 1$ together with $c_{\text {nal }}=1$ in the third case implies that $M_{1}$ is unbounded, resulting in $\mathbb{E}\left\{M_{1}\right\}=\infty$.

The condition $p_{\text {nal-nal }}=0$ in the second case implies that with probability one the marker detector terminates within one MSS or two MSSs, resulting in the expected duration $\mathbb{E}\left\{M_{1}\right\}$ between 1 and 2 inclusively. The remaining case occurs when the detector terminates after examining a finite number of MSSs, resulting in $1 \leq \mathbb{E}\{M\}<\infty$.

## Appendix D

## JUSTIFICATION OF (9)

The base case (9a) is obvious. The recursive case (9b) proceeds as follows:

$$
\begin{aligned}
& \gamma(k+1, m) \\
& =\sum_{n=1}^{\infty} \mathbb{P}\left\{M_{1}+M_{2}+\cdots+M_{k}+M_{k+1} \leq m \mid\right. \\
& \left.=M_{k+1}=n\right\} \mathbb{P}\left\{M_{k+1}=n\right\} \\
& =\sum_{n=1}^{\infty} \mathbb{P}\left\{M_{1}+M_{2}+\cdots+M_{k} \leq m-n\right\} \mathbb{P}\left\{M_{k+1}=n\right\} \\
& =\sum_{n=1}^{m-k} \gamma(k, m-n) \mathbb{P}\left\{M_{1}=n\right\},
\end{aligned}
$$

where we have used the fact $M_{1}+M_{2}+\cdots+M_{k} \geq k$ in the last equation.

## Appendix E <br> Justification of (10)

We will investigate properties of a generic arrival process, which include the marker arrival process $\left\{J_{i}\right\}$ as a special case. Then we will justify (10) through the properties of this generic arrival process.

Consider an arbitrary arrival process with the interarrival times $\left\{L_{i}+S_{i}\right\}$ for $i \geq 1$, where $L_{i} \geq 0, S_{i} \geq 1,\left\{L_{i}\right\}$ are i.i.d., $\left\{S_{i}\right\}$ are i.i.d., and $\left\{L_{i}\right\}$ and $\left\{S_{i}\right\}$ are independent. As an example, $L_{i}$ is the length of a frame, and $S_{i}$ is the length of a silent transmission plus the length of the marker. Suppose that we begin to observe the arrival process at random time. Let $L_{i^{*}}+S_{i^{*}}$ be the interarrival time containing the beginning of the observation. We wish to obtain the pmf of $L_{i^{*}}$.

We use an argument based on renewal theory to write, for $\ell \geq 0$,

$$
\mathbb{P}\left\{L_{i^{*}}=\ell\right\}=\lim _{n \rightarrow \infty} \frac{\sum_{\substack{ \\1 \leq i \leq n \\ L_{i}=\ell}}\left(L_{i}+S_{i}\right)}{\sum_{i=1}^{n}\left(L_{i}+S_{i}\right)} \quad \text { almost surely }
$$

where the argument of the limit is the portion of time that gives rise to the event $\left\{L_{i^{*}}=\ell\right\}$. Separating the summation in the numerator and introducing an auxiliary random set,

$$
\mathcal{I}(\ell, n) \triangleq\left\{i: 1 \leq i \leq n \text { and } L_{i}=\ell\right\}
$$

into the expression give, almost surely,

$$
\begin{aligned}
\mathbb{P}\left\{L_{i^{*}}=\ell\right\} & =\lim _{n \rightarrow \infty}\left(\frac{\ell|\mathcal{I}(\ell, n)|+\sum_{i \in \mathcal{I}(\ell, n)} S_{i}}{\sum_{i=1}^{n}\left(L_{i}+S_{i}\right)}\right) \\
& =\lim _{n \rightarrow \infty}\left(\frac{\frac{\ell|\mathcal{I}(\ell, n)|}{n}+\frac{|\mathcal{I}(\ell, n)|}{n} \frac{\sum_{i \in \mathcal{I}(\ell, n)} S_{i}}{|\mathcal{I}(\ell, n)|}}{\frac{1}{n} \sum_{i=1}^{n}\left(L_{i}+S_{i}\right)}\right),
\end{aligned}
$$

which simplifies into the expression at the bottom of the page. Writing

$$
\frac{|\mathcal{I}(\ell, n)|}{n}=\frac{1}{n} \sum_{i=1}^{n} I_{\left\{L_{i}=\ell\right\}},
$$

where $I$ is the indicator function, defined in (25), and applying the strong law of large number [57, Thm. 8.3.5] to the limits result in

$$
\mathbb{P}\left\{L_{i^{*}}=\ell\right\}=\frac{\ell \mathbb{P}\left\{L_{1}=\ell\right\}+\mathbb{P}\left\{L_{1}=\ell\right\} \mathbb{E}\left\{S_{1}\right\}}{\mathbb{E}\left\{L_{1}+S_{1}\right\}}
$$

or equivalently,

$$
\begin{equation*}
\mathbb{P}\left\{L_{i^{*}}=\ell\right\}=\left(\frac{\ell+\mathbb{E}\left\{S_{1}\right\}}{\mathbb{E}\left\{L_{1}\right\}+\mathbb{E}\left\{S_{1}\right\}}\right) \mathbb{P}\left\{L_{1}=\ell\right\} \tag{28}
\end{equation*}
$$

We make the following observations regarding (28). If $L_{i}$ takes values in a set $\mathcal{L}$ of integers, then $L_{i^{*}}$ also takes values in the same set of integers. This characteristic of $L_{i^{*}}$ is expected, since $L_{i^{*}}$ is one of $\left\{L_{i}: i \geq 1\right\}$. In addition, for all $\ell$, the right-hand sides of (28) are non-negative and sum to 1 . This characteristic implies that (28) is a valid pmf. Moreover, if $L_{i}=\ell_{\mathrm{c}}$ and $S_{i}=s_{\mathrm{c}}$ are constants, then (28) becomes

$$
\mathbb{P}\left\{L_{i^{*}}=\ell\right\}= \begin{cases}1, & \text { if } \ell=\ell_{\mathrm{c}} \\ 0, & \text { otherwise }\end{cases}
$$

which agrees with intuition. Furthermore, the expectation of $L_{i^{*}}$ satisfies $^{27}$

$$
\begin{aligned}
\mathbb{E}\left\{L_{i^{*}}\right\} & =\frac{\mathbb{E}\left\{L_{1}^{2}\right\}+\mathbb{E}\left\{L_{1}\right\} \mathbb{E}\left\{S_{1}\right\}}{\mathbb{E}\left\{L_{1}\right\}+\mathbb{E}\left\{S_{1}\right\}} \\
& \geq \mathbb{E}\left\{L_{1}\right\}
\end{aligned}
$$

indicating that $L_{i^{*}}$ tends to be larger than $L_{1}$. This characteristic is intuitive, since the random instant that our observation begins is likely to fall into a large interarrival time. These observations help to validate (28).

Using (28) with

$$
L_{i}=L_{i}^{\mathrm{d}}, S_{i}=L_{i}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}, \ell=\ell_{0}^{\mathrm{d}}, \text { and } L_{i^{*}}=L_{0}^{\mathrm{d}}
$$

gives (10a). Similarly, using (28) with

$$
L_{i}=L_{i}^{\mathrm{s}}, S_{i}=L_{i}^{\mathrm{d}}+\ell_{\max }^{\mathrm{m}}, \ell=\ell_{0}^{\mathrm{s}}, \text { and } L_{i^{*}}=L_{0}^{\mathrm{s}}
$$

gives (10b).

## Appendix F

Value of $\tilde{N}(k)$
We decompose

$$
\tilde{N}(k)=\tilde{N}_{\mathrm{nal}}(k)+\tilde{N}_{\mathrm{det}}(k)
$$

[^15]where $\tilde{N}_{\text {nal }}(k)$ denotes the number of $k$-joint probabilities required to evaluate the transition probabilities $p_{\text {nal }}, p_{\text {nal-nal }}$, and $c_{\text {nal }}$, and $\tilde{N}_{\text {det }}(k)$ denotes the number of $k$-joint probabilities required to evaluate the transition probabilities $p_{\text {det }}, p_{\text {nal-det }}$, and $c_{\text {det }}$. To obtain $\tilde{N}_{\text {nal }}(k)$, we consider six distinct cases.

Case 1a: $L_{i}^{\mathrm{s}}=0$ and $1 \leq k \leq \ell_{\max }^{\mathrm{m}}-2$. Then, $\tilde{N}_{\text {nal }}(k)=1$, which corresponds to the $k$-joint probability term generated by the sequence of $k$ data symbols and the marker.

Case $2 a: L_{i}^{\mathrm{s}} \geq 2 \ell_{\max }^{\mathrm{m}}-2$ and $1 \leq k \leq \ell_{\max }^{\mathrm{m}}-2$. Then, $\tilde{N}_{\text {nal }}(k)=k$, which corresponds to the $k$-joint probability terms generated by the sequences of $d$ data symbols, $k-d-1$ silence symbols, and the marker, for $d=0,1,2, \ldots, k-1$.

Case 3a: $L_{i}^{\mathrm{s}}=0$ and $k=\ell_{\max }^{\mathrm{m}}-1$. By inspection of Fig. 7, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\mathrm{m}}-1\right)$ is the number of $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probability terms generated by the sequence of $c_{3}, c_{4}, \ldots, c_{\ell_{\max }},\left(2 \ell_{\max }^{\operatorname{m}}-\right.$ 2) data symbols, the marker, and $\left(\ell_{\max }^{\mathrm{m}}-1\right)$ data symbols. Hence, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\mathrm{m}}-1\right)=3 \ell_{\max }^{\mathrm{m}}-2$.

Case $\underset{\sim}{4}$ a: $L_{i}^{\mathrm{s}} \geq 2 \ell_{\max }^{\mathrm{m}}-2$ and $k=\ell_{\max }^{\mathrm{m}}-1$. By inspection of Fig. 7, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\mathrm{m}}-1\right)$ is the number of $\left(\ell_{\max }^{\mathrm{m}}-1\right)$-joint probability terms generated by the sequence of $c_{3}, c_{4}, \ldots, c_{\ell_{\max }}$, $\left(2 \ell_{\max }^{\mathrm{m}}-2\right)$ data symbols, $\left(2 \ell_{\max }^{\mathrm{m}}-2\right)$ silence symbols, the marker, and $\left(\ell_{\max }^{\max }-1\right)$ data symbols. Hence, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\max }-1\right)=$ $5 \ell_{\max }^{\mathrm{m}}-4$.
Case 5a: $L_{i}^{\mathrm{s}}=0$ and $k=\ell_{\max }^{\mathrm{m}}$. By inspection of Fig. 7, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\mathrm{m}}\right)$ is the number of $\ell_{\max }^{\mathrm{m}}$-joint probability terms generated by the sequence of $c_{2}, c_{3}, \ldots, c_{\ell_{\max }},\left(2 \ell_{\max }^{\operatorname{m}}-1\right)$ data symbols, the marker, and $\left(\ell_{\max }^{\mathrm{m}}-1\right)$ data symbols. Hence, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\operatorname{m}}\right)=3 \ell_{\max }^{\mathrm{m}}-1$.

Case $6 a: L_{i}^{\mathrm{s}} \geq 2 \ell_{\max }^{\mathrm{m}}-2$ and $k=\ell_{\max }^{\mathrm{m}}$. By inspection of Fig. $7, \tilde{N}_{\text {nal }}\left(\ell_{\max }^{\mathrm{m}}\right)$ is the number of $\ell_{\max }^{\mathrm{m}}$-joint probability terms generated by the sequence of $c_{2}, c_{3}, \ldots, c_{\ell_{\max }^{m}},\left(2 \ell_{\max }^{\mathrm{m}}-\right.$ 1) data symbols, $\left(2 \ell_{\max }^{\mathrm{m}}-1\right)$ silence symbols, the marker, and $\left(\ell_{\max }^{\mathrm{m}}-1\right)$ data symbols. Hence, $\tilde{N}_{\text {nal }}\left(\ell_{\max }^{\mathrm{m}}\right)=5 \ell_{\max }^{\mathrm{m}}-2$.

After deriving $p_{\text {nal }}, p_{\text {nal-nal }}$, and $c_{\text {nal }}$, we already have most of the joint probability terms that are also required for the derivation of $p_{\text {det }}, p_{\text {nal-det }}$, and $c_{\text {det }}$. The remaining $k$-joint probability terms are the first terms of the right-hand side of (12) for $k=1,2,3, \ldots, \ell_{\max }^{\mathrm{m}}-2$. We now consider two distinct cases.

Case 1b: $L_{i}^{\mathrm{s}}=0$ and $1 \leq k \leq \ell_{\max }^{\mathrm{m}}-2$. Then, $\tilde{N}_{\mathrm{det}}(k)=1$, which corresponds to the $k$-joint probability term generated by the sequence of $k$ data symbols and $c_{1}, c_{2}, \ldots, c_{\ell_{\max }-1}$.

Case $2 b: L_{i}^{\mathrm{s}} \geq 2 \ell_{\max }^{\mathrm{m}}-2$ and $1 \leq k \leq \ell_{\max }^{\max }-2$. Then, $\tilde{N}_{\text {det }}(k)=k+1$, which corresponds to the $k$-joint probability terms generated by the sequences of $d$ data symbols, $k-d$ silence symbols, and $c_{1}, c_{2}, \ldots, c_{\ell_{\max }-1}$, for $d=0,1,2, \ldots, k$.

Combining the results from cases $1 \mathrm{a}-6 \mathrm{a}$ and cases $1 \mathrm{~b}-2 \mathrm{~b}$ gives the bounds for $\tilde{N}(k)$ in (23).
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[^1]:    ${ }^{1}$ In multimedia communication systems, it has been shown that performance improvements can be achieved by moving from separate source and channel codes to a joint source-channel code (JSCC) design [8], [9].
    ${ }^{2}$ According to our terminology, [26]-[29] are regarded as bit synchronization.
    ${ }^{3}$ Before injecting markers, the transmitter modifies the sequence of data symbols, if necessary, to ensure that the data symbols differ from the marker symbols.
    ${ }^{4}$ The marker is also known at the receiver.

[^2]:    ${ }^{5}$ In the following, we will use the phase "frame synchronization" to refer to frame synchronization of variable-length frame transmission, continuous or bursty.

[^3]:    ${ }^{6}$ Recall that the length of markers is $\ell_{\max }^{\mathrm{m}}$. We consider the case, in which only $\ell_{\max }^{\mathrm{m}}$ consecutive $X_{j}$ 's are required in forming the decision variable.
    ${ }^{7}$ For example, the set $\mathcal{R}$ can be $[\eta, \infty)$ for the case that $L_{i}^{\mathrm{s}}=0$ and for binary antipodal modulation, where $\eta$ is known as a threshold.

[^4]:    ${ }^{8}$ The symbol $\mathbb{Z}_{+}$denotes the set of all positive integers.
    ${ }^{9}$ In general, the time until the first arrival $J_{1}$ and interarrival time $T_{i}$ have different distributions.

[^5]:    ${ }^{10}$ Note that the equation is not a direct application of the iterated law of expectation [48, p. 323] since we do not require $K$ and $M_{1}$ to be independent.
    ${ }^{11}$ When $J_{1}=1$, we define $p_{\text {det }} \triangleq \mathbb{P}\left\{V_{J_{1}} \in \mathcal{R}\right\}$. The subscript "det" stands for "detection," which refers to a detection of the marker. The subscript "nal" stands for "no alarm," which refers to the situation that decision variables under consideration belong to $\mathcal{R}^{c}$.

[^6]:    ${ }^{12}$ The symbol $\mathcal{A}^{j_{1}}$ for a set $\mathcal{A}$ refers to the Cartesian product $\mathcal{A} \times \mathcal{A} \times$ $\cdots \times \mathcal{A}$, where $\mathcal{A}$ appears $j_{1}$ times.

[^7]:    ${ }^{13}$ We use the term $k$-joint probability to refer to a joint probability of $k$ random variables.
    ${ }^{14}$ Each probability term in (11) can be obtained by integrating the conditional joint pdf of $V_{k}$ 's over the corresponding region.

[^8]:    ${ }^{15}$ The first probability expression in the bracket is the last joint-probability term in the denominator of $\Lambda_{\text {pnal }}\left(j_{1}, \ell_{0}^{\mathrm{d}}, \ell_{0}^{\mathrm{s}}\right)$ in (11). The second probability expression in the bracket is the last joint-probability term in the numerator of (11).
    ${ }^{16}$ Recall that $J_{2}=j_{1}+\ell_{1}^{\mathrm{d}}+\ell_{1}^{\mathrm{s}}+\ell_{\max }^{\mathrm{m}}$ when conditioned on $J_{1}=j_{1}$, $L_{1}^{\mathrm{d}}=\ell_{1}^{\mathrm{d}}$, and $L_{1}^{\mathrm{s}}=\ell_{1}^{\mathrm{s}}$.

[^9]:    ${ }^{17}$ The first probability expression in the bracket is the last joint-probability term in the denominator of (14). The second probability expression in the bracket is the last joint-probability term in the numerator of (14).
    ${ }^{18}$ Recall that $J_{3}-J_{2}=T_{2}=\ell_{2}^{\mathrm{d}}+\ell_{2}^{\mathrm{s}}+\ell_{\text {max }}^{\mathrm{m}}$ when conditioned on $L_{2}^{\mathrm{d}}=\ell_{2}^{\mathrm{d}}$ and $L_{2}^{\mathrm{s}}=\ell_{2}^{\mathrm{s}}$.

[^10]:    ${ }^{19}$ The first probability expression in the bracket is the last joint-probability term in the denominator of (19). The second probability expression in the bracket is the last joint-probability term in (18).

[^11]:    ${ }^{20}$ If the joint probability term is generated by the marker symbols only, then the conditioning is unnecessary.

[^12]:    ${ }^{21}$ When $\ell_{\max }^{\mathrm{m}}$ is large, the conditioning on $\left\{D_{j}\right\}$ may be too timeconsuming. In that case, one may consider appropriate approximations.

[^13]:    ${ }^{22}$ Note that changing the value of $\alpha$ will affect the asymptotic value.
    ${ }^{23}$ This approach, however, can cause problems in some cases [55].
    ${ }^{24}$ It is more convenient to obtain $\mathbb{E}\{M\}$ through the closed-form expression in (5) although $\mathbb{E}\{M\}$ can also be obtained from the pmf.

[^14]:    ${ }^{25}$ In other words, $\mathbf{Y}$ and $M_{i}$ are independent because past decisions, which occurred at discrete times 1 to $i-1$, do not affect the future outcome at time $i$.
    ${ }^{26}$ Note that the claim is not a direct application of Wald's identity [57, p. 369] because we do not require $K$ to be a stopping time, do not require $\mathbb{E}\{K\}<\infty$, and do not require $\mathbb{E}\left\{M_{i}\right\}<\infty$.

[^15]:    ${ }^{27}$ The inequality follows from the fact that variance $\mathbb{E}\left\{L^{2}\right\}-(\mathbb{E}\{L\})^{2}$ is non-negative for any random variable $L$, or more generally, from the Schwarz inequality [56, Thm. 3.5].

