Location Awareness in Beyond 5G Networks via Reconfigurable Intelligent Surfaces

Ziyi Wang®, Graduate Student Member, IEEE, Zhenyu Liu®, Graduate Student Member, IEEE, Yuan Shen, Senior Member, IEEE, Andrea Conti®, Fellow, IEEE, and Moe Z. Win®, Fellow, IEEE

Abstract—Achieving accurate location-awareness in wireless networks requires integrated sensing and communication (ISAC), where optimization, signal processing, and data fusion are performed under a common framework. The efficiency of ISAC in complex wireless environments can be improved via the use of reconfigurable intelligent surfaces (RISs). This paper introduces the concept of continuous intelligent surface (CIS) and establishes the fundamental limits of RIS-aided ISAC systems, specifically, an RIS-aided localization and communication system. In particular, this paper considers two types of RISs, namely CISs and discrete intelligent surfaces (DISs). First, this paper proposes a general signal model for RIS-aided localization and communication valid for both near-field and far-field scenarios, and then theoretical limits on the localization and communication performance are derived. Based on the proposed model, Fisher information analyses of the localization performance in networks with RISs are performed. Numerical results show that RISs with optimized phase responses can improve the received signal-to-noise ratio (SNR) and spectral efficiency of communication, and the localization accuracy significantly.

Index Terms—Beyond 5G, integrated sensing and communication, network localization, reconfigurable intelligent surface, Fisher information.

I. INTRODUCTION

Sensing and Communication are required in a variety of applications such as location-based services [1]–[4], object detection and tracking [5]–[10], smart environments [11]–[14], and Internet-of-Things (IoT) [15]–[19].

However, in complex wireless environments, the sensing and communication systems may not achieve the required performance [20]. For example, for indoor location sensing, global navigation satellite systems (GNSSs) [21]–[23] can fail to provide sufficient position information due to the weak signals from the satellites. Existing works focus mainly on the design of sensing and communication techniques that are resilient and robust to harsh electromagnetic (EM) environments caused by multipath effect, cluttering, and non-line-of-sight propagation. However, the optimization and design of conventional indoor sensing and communication systems are still constrained by complicated and unfavorable EM environments. Intelligent surfaces (ISs) enable a fully-controllable EM environment and are considered a potential candidate for beyond 5G wireless communications.

Localization is an important application that can benefit from the improved sensing and communication capabilities due to the employment of ISs. The design and analysis of accurate localization has been investigated extensively in recent decades [24]–[37]. A promising paradigm for obtaining reliable position information even in harsh wireless environments is network localization and navigation (NLN). In particular, NLN advocates spatiotemporal cooperation among users, fusion of multimodal sensor measurements via soft information, and efficient management of resources via network operation techniques [38]–[40]. It is envisioned that ISs can be integrated into the paradigm of NLN to further improve the localization performance.

In general, ISs can be categorized as active ISs and nearly-passive ISs. Active ISs, also known as large intelligent surfaces (LISs), can radiate and receive EM waves based on low-power circuit techniques [41], and they can be viewed as massive multiple-input multiple-output with denser antennas. The use of LISs is considered for both localization [42] and communication [43], where the LISs are modeled as continuous surfaces. In previous works, the controllable phase responses of LISs [44], [45] were not exploited to affect the state of channels and thus the potential of ISs for improving the EM environment was not fully unleashed. Nearly-passive ISs, also known as reconfigurable intelligent surfaces (RISs), arise in recent years as an important candidate for beyond 5G communications. In particular, they can be used to improve the accuracy of localization systems due to their reconfigurability, low power consumption, and inexpensive fabrication [46]. Compared to LISs, RISs can be used to control the phase
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and amplitude of incident EM waves with lower overhead. RISs have been viewed as discrete arrays in most recent work [47]–[50]. In particular, some problems of sensing [47] and communications [48], [49] aided by RISs have been studied using the far-field model, while further considerations and new research directions are given in [51]. A near-field model has been adopted for studying RIS-aided localization in [50]. In [47]–[50], the polarization of the received antenna is not accounted for, the spatial variation of pathloss and phase on RIS is not fully considered, and analysis based on the EM theory is missing.

The fundamental questions related to integrated sensing and communication (ISAC) with RISs are as follows: (i) what is the general signal model at the receiver in the presence of RISs; and (ii) how do RISs improve the localization and communication capabilities of the systems? The answers to these questions provide insights into the design and analysis of RIS-aided ISAC. The goal of this paper is to determine the fundamental limits of RIS-aided localization and performance improvement of RIS-aided communication. We advocate RIS-aided NLN, a new paradigm in which the EM environment is controlled via RISs for localization and communication. The key idea is to carefully control the phase response of an RIS so that signals, scattered by different parts of the surface, superimpose coherently at the receivers.

This paper introduces the concept of continuous intelligent surfaces (CISs) and establishes the performance limits of RIS-aided communication and RIS-aided localization in beyond 5G networks. The key contributions of the paper include:

- a near/far-field signal model and the theoretical limits for localization and communications via two types of RISs, namely CISs and discrete intelligent surfaces (DISs);
- optimal design of the phase response for RISs in different scenarios including those with obstacles and multiple surfaces; and
- quantification of performance gain of localization and communication offered by RISs in complex wireless environments.

The remainder of this paper is organized as follows. Section II introduces the concept of CIS and presents the general signal model for RIS-aided localization and communication. Section III presents the signal-to-noise ratio (SNR) and spectral efficiency of CIS-aided communication, performs Fisher information analysis of CIS-aided localization systems, and investigates a case study of localization with a CIS. Section IV discusses two extensive scenarios considering obstacles as well as interaction among CISs and scattering planes. Numerical results are provided in Section V. Section VI gives some final remarks.

Notations: Throughout this paper, variables, random variables, random vectors, matrices, vectors and their unit vectors are written as italic letters \( x \), sans-serif upright letters \( \mathbf{x} \), bold sans-serif upright letters \( \mathbf{X} \), bold capital italic letters \( \mathbf{X} \), bold italic letters \( x \) and \( \hat{x} \), respectively. Let \( \mathbf{A}^* \), \( \mathbf{A}^\top \) and \( \mathbf{A}^{\Bagger} \) denote the conjugate, transpose, and conjugate transpose of matrix \( \mathbf{A} \), respectively. Notation \( \mathbf{A} \succ \mathbf{B} \) denotes that \( \mathbf{A} - \mathbf{B} \) is positive semi-definite. Notation \( \mathbf{0}_m \) denotes a vector of length \( m \) with all 0’s; \( |x| \) denotes the Euclidean norm of \( x \); \( j \) denotes imaginary unit. The operators \( \nabla, \nabla \times, \nabla \cdot \), and \( \otimes \) denote the gradient, curl, divergence, and cross product, respectively. In addition, \( \mathbb{R} \{x\} \) and \( \arg\{x\} \) represent the real part and argument of a complex number \( x \), respectively. The expectation of a random vector \( \mathbf{x} \) is denoted by \( \mathbb{E}\{\mathbf{x}\} \). The notations of important quantities are summarized in Table I.

II. SYSTEM MODEL

This section first proposes the general signal model for the ISAC system with an RIS based on the EM theory, and then reveals the relationship between the signal models of ISAC systems with CISs and DISs. A CIS refers to an RIS whose phase response is a continuous two-dimensional function of each point of the surface. A DIS refers to an RIS whose phase response function is piece-wise constant. In practical systems, DISs whose elements are densely arranged on the surfaces, such as those with the spacing of elements set to half of the operating wavelength, can be viewed as an approximation of CISs. CISs can serve as benchmarks when evaluating the effects of element size on the localization and communication performance.

A. General Signal Model of Localization and Communication With a CIS

Consider a three-dimensional (3D) scenario with one CIS, one agent that acts as a transmitter and \( K \) anchors that act as receivers, as shown in Fig. 1. The agent is a node with an unknown position, and the anchors are nodes with known positions. Denote the coordinates of a point on the CIS, the agent, and the \( k \)-th anchor by \( \mathbf{p}, \mathbf{q}, \mathbf{p}_k \in \mathbb{R}^3 \), respectively. Without loss of generality, set the CIS in the X-Y plane of the coordinate system, as shown in Fig. 1, so that \( \mathbf{p} \) can be written as \( [\hat{p}^\top, 0]^\top \), where \( \hat{p} \) denotes the x- and y-coordinates of \( \mathbf{p} \). In addition, \( \mathbf{q} \) and \( \mathbf{p}_k \) can be expressed as \( \mathbf{q} = [q_1, q_2, q_3]^\top \) and \( \mathbf{p}_k = [x_k, y_k, z_k]^\top \), respectively. The objective of the ISAC system is to communicate between the agent and anchors and to localize the agent using the received signals of the anchors.
Consider a narrow-band system where the phase of scattered EM field on the CIS can be controlled and the paths between the CISs and the agents are in free-space propagation. If the paths between the agent and the anchors are obstructed, the signals on the paths are eliminated. Otherwise, the paths from the agent to all anchors allow free-space propagation. In addition, consider the following. (A1) The size of the CIS $D$ is much larger than the signal center wavelength $\lambda_0$, i.e., $D \gg \lambda_0$. (A2) The anchor is deployed in the far field of the CIS, so the distance between the $k$-th anchor and the point $p$ on the CIS $\rho_{R,k}(p)$ is much larger than the signal wavelength, i.e., $\rho_{R,k}(p) \gg \lambda_0$.

**Lemma 1:** Consider a CIS illuminated by a finite antenna.

For any position of the source in radiating near/far-field region, the far-field scattered EM waves of the CIS are given by

$$h^e = -\frac{j\beta}{2\pi} \int_{S} [\tilde{r} \otimes (\tilde{n} \otimes \hat{h}^i)] \frac{e^{-j\beta |r-p|}}{|r-p|} e^{\Phi_R(p)} \, d\tilde{p}$$  
$$e^s = \frac{j\beta}{2\pi} \int_{S} [\tilde{r} \otimes (\tilde{n} \otimes \hat{h}^i)] \frac{e^{-j\beta |r-p|}}{|r-p|} e^{\Phi_R(p)} \, d\tilde{p}$$

where $\tilde{p} \in S$ and $S$ is the set of two-dimensional coordinates of all points on the CIS; $\Phi_R(p)$ is the phase response function of the CIS, $\Phi_R(p) : S \to [0, 2\pi)$, and the function $\Phi_R(p)$ can be dynamically controlled; $\hat{h}^i$ is the incident magnetic wave; $r$, $\tilde{n}$, and $\eta$ are the field point, the surface normal, the wave number, and the wave impedance, respectively. In addition, the term $\exp(j2\pi f_s t)$ which should be multiplied in (1) and (2) is omitted for brevity.

**Proof:** See Appendix A.

**Remark 1:** Lemma 1 describes the relation of the input and output EM waves for a CIS. In particular, the phase response function of the CIS is embodied in the scattered EM waves. It is noteworthy that when the phase response function $\Phi_R(p) = 0$, $\tilde{p} \in S$, Lemma 1 describes a scattering plane.

With (A1)-(A2), Lemma 1 could be used to describe the scattering field of an illuminated CIS at the $k$-th anchor. Therefore, the received signal at the $k$-th anchor is

$$r_k(t) = r_k^e(t) + \psi_k r_k^d(t) + n_k(t)$$

with

$$\psi_k = \begin{cases} 1, & \text{LOS} \\ 0, & \text{otherwise} \end{cases}$$

for any $t$ within an observation interval $[0, T_{\text{obs}}]$. Here $r_k^e(t)$ is the signal component scattered by the agent-illuminated CIS, $r_k^d(t)$ is the signal component radiated from the agent, and $n_k(t)$ is modeled as complex white Gaussian noise with one-sided power spectral density (PSD) $N_0$. Eq. (4) indicates that if the agent and anchor are not in line-of-sight (LOS), there is no signal transmitted from the agent to the $k$-th anchor by the direct path. The next proposition presents the expressions of $r_k^e(t)$ and $r_k^d(t)$.

**Proposition 1:** The signal component $r_k^e(t)$ scattered by the agent-illuminated CIS and the signal component $r_k^d(t)$ radiated directly from the agent can be written respectively as

$$r_k^e(t) = \frac{2j\beta \sqrt{P_T}}{4\pi\sqrt{2R_k}} \int_{S} \gamma_k^e(p) F_k^e(p) \frac{e^{-j\beta |r-p|}}{|r-p|} e^{\Phi_R(p)} \, d\tilde{p}$$

and

$$r_k^d(t) = \frac{\sqrt{P_T}}{2\sqrt{2R_k}} \gamma_k^d F_k^d(p) e^{-j\beta |r-p|/\rho_{D,k}}$$

where $P_T$ is the transmitting power of the antenna of the agent; $R_k$ is the load resistance of the receiver (Rx) antenna; $\gamma_k^e(p)$ and $\gamma_k^d(p)$ are the losses due to the polarization difference of the antenna at the $k$-th anchor and the transmitted EM waves via the scattering path and the direct path, respectively; $F_k^e(p)$ and $F_k^d$ are directive gains of the antennas of the agents and of the agent on the scattering path and direct path, respectively; $\rho_{D,k}$ is the distance between the agent and a point $p$ on the CIS; $\rho_{D,k}$ is the distance between the agent and the $k$-th anchor; $k_0 = 2\pi/\lambda_0 = 2\pi f_c/c_0$, and $k_0$, $f_c$, and $c_0$ are vacuum wave number, carrier frequency, and vacuum speed of light, respectively.

**Proof:** See Appendix B.

**Remark 2:** The signal model of $r_k^e(t)$ scattered by the agent-illuminated CIS is also a general model for RISs. RISs whose...
elements are densely arranged, i.e., DISs, can be described by the proposed model with a special phase response function whose value is constant in each element. Besides, the proposed model is more precise than the signal models for DISs which consider the surfaces as discrete arrays, because it describes the difference of pathloss and phase within the area of an element on a DIS.

**B. Signal Model of Localization and Communication With a DIS**

In practice, a CIS is implemented by plenty of subwavelength-size discrete elements, so it can also be considered as an $N_a \times N_b$ discrete reflecting array under the same assumption. Specially, for far-field scenarios, the signal model with a CIS is usually expressed as a discrete form, which can be viewed as an approximation from the continuous model. We partition a rectangular CIS into an array consisting of $N_a \times N_b$ elements. Let $S_{ij}$ represent the set of all points on the element at the $i$-th row and the $j$-th column of the CIS.

Then

$$r_k^s(t) = \frac{j k_0 \sqrt{F_T}}{4\pi^2 R_L} \sum_{i=1}^{N_a} \sum_{j=1}^{N_b} \int_{S_{ij}} \frac{\gamma_k^s(p) F_k^s(p)}{\rho_T(p) \rho_B(p)} e^{-j k_0 (\rho_T(p) + \rho_r, s(p)) + j \varphi_B(p)} d\rho. \quad (7)$$

From the Lagrange’s mean value theorem, we have

$$r_k^s(t) = \frac{j k_0 \sqrt{F_T}}{4\pi^2 R_L} \left( \sum_{i=1}^{N_a} \sum_{j=1}^{N_b} \frac{\gamma_k^s(p_{ij}) F_k^s(p_{ij})}{\rho_T(p_{ij}) \rho_B(p_{ij})} \right) \times e^{-j k_0 (\rho_T(p_{ij}) + \rho_r, s(p_{ij})) + j \varphi_B(p_{ij})} \quad (8)$$

where $p_{ij}$ is a point in $S_{ij}$ and $p_{ij} \in S_{ij}$. Furthermore, we approximate $p_{ij}$ with the position of the $(i, j)$ element of the $N_a \times N_b$ array. Then, we can get the signal model with a DIS for both near-field and far-field scenarios. The signal component $r_k^s(t)$ is stated in Property 1.

**Property 1:** The signal component $r_k^s(t)$ scattered by the agent-illuminated $N_a \times N_b$ DIS at the $k$-th anchor can be expressed as

$$r_k^s(t) = \frac{j k_0 \sqrt{F_T}}{4\pi^2 R_L} \left( \sum_{i=1}^{N_a} \sum_{j=1}^{N_b} \frac{\gamma_k^s(p_{ij}) F_k^s(p_{ij})}{\rho_T(p_{ij}) \rho_B(p_{ij})} \right) \times e^{-j k_0 (\rho_T(p_{ij}) + \rho_r, s(p_{ij})) + j \varphi_B(p_{ij})} \quad (9)$$

where $\zeta$ is the area of the DIS element. By ignoring the influence of polarization and directivity of the antennas and adding the far-field assumption, the discrete model can be reduced to the common signal model with the DIS in [49].

**III. INTEGRATED LOCALIZATION AND COMMUNICATION BASED ON CONTINUOUS INTELLIGENT SURFACES**

This section considers the capability of CIS-aided communication with prior knowledge of the location of the receivers and transmitters, derives the Fisher information matrix (FIM) and Cramér-Rao lower bound (CRLB) for unknown agent position in general scenarios, and investigates a special case where the phase response function of the CIS is set to maximize the magnitude of the signal scattered by the CIS.

**A. CIS-Aided Communication**

With full knowledge of the location of transmitters and receivers, CISs can perform beamforming and improve the SNR of communication systems. Based on Proposition 1, the SNR at the $k$-th receiver of a CIS-aided communication system is given by

$$\text{SNR}_k = \frac{1}{P_n T_{obs}} \int_0^{T_{obs}} \left| r_k^s(t) + \psi_k r_k^A(t) \right|^2 dt \quad (10)$$

where the noise power $P_n$ of a narrow-band system is given by

$$P_n = \frac{N_0}{T_{obs}}. \quad (11)$$

Furthermore, the spectral efficiency of the CIS-aided communications between the transmitter and the $k$-th receiver is found to be

$$C_k = \log_2 \left( 1 + \frac{1}{N_0 B} \lim_{T \to \infty} \frac{1}{T} \int_0^T \left| r_k^s(t) + \psi_k r_k^A(t) \right|^2 dt \right) \quad (12)$$

where $B$ is the bandwidth of the transmitted signal.

To maximize the spectral efficiency, we design the phase response function of the CIS with prior knowledge of the transmitter position and the receiver position as

$$\Phi_T(p) = k_0 (\rho_T, k(p) + \rho_r, s(p)) - k_0 \rho_D, k \quad \text{arg} \left( \gamma_k^s(p) F_k^s(p) \right) + \text{arg} \left( \gamma_k^A F_k^A \right) - \pi/2. \quad (13)$$

Under this condition, the phase response leads to a maximum modulus of $r_k^s$. Besides, the term $-k_0 \rho_D, k - \text{arg} \left( \gamma_k^s(p) F_k^s(p) \right) + \text{arg} \left( \gamma_k^A F_k^A \right)$ compensates for the phase difference between the scattered path and the direct path, leading to a maximum modulus of $r_k^s + r_k^A$. In the following, we refer to a CIS with this phase response function (13) as a focus-on-$p_k$ CIS. From (5) and (12), notice that the spectral efficiency of communication aided by a focus-on-$p_k$ CIS between the transmitter and the $k$-th receiver is a monotonically increasing function of the CIS size. Moreover, the spectral efficiency of CIS-aided communications configured by (13) is positively correlated with the carrier frequency $f_c$ if the antenna size, transmitting power, and load resistance do not vary with $f_c$.

**B. CIS-Aided Localization**

To obtain the CRLB of the agent position estimation, we calculate the FIM, defined as [52]

$$J(q) = \mathbb{E} \left\{ \left[ \frac{\partial}{\partial q} \ln f(r|q) \right] \left[ \frac{\partial}{\partial q} \ln f(r|q) \right]^T \right\} \quad (14)$$

where $f(r|q)$ is the likelihood function of $q$ when $r = [r_1, r_2, \ldots, r_K]^T$ is observed. Due to the independence of propagations to different anchors, the likelihood function can be written as

$$f(r|q) = \prod_{k=1}^K f(r_k|q). \quad (15)$$
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All the information contained in all measurements of the anchors contributes to a bound for the agent position. The bound on the mean-square error (MSE) of the estimator can be calculated by the measurements obtained based on either centralized estimators or distributed estimators.

Proposition 2: Based on the signal model in Proposition 1, the FIM of the agent position $q$ can be written as

$$J(q) = \sum_{k=1}^{K} J_k(q)$$

(16)

where $J_k(q)$ is the contribution of the $k$-th anchor, given by

$$J_k(q) = \frac{P_T}{2P_n R_L} \mathbb{R} \{ \left[ \mu_k^q + \sigma_k^q + \psi_k(\mu_k^d + \sigma_k^d) \right] \times [\mu_k^q + \sigma_k^q + \psi_k(\mu_k^d + \sigma_k^d)]^H \}$$

(17)

where

$$\mu_k^q = \frac{j k_0}{2\pi} \int_S \gamma_k^s(p) F_k^s(p) \exp[j \rho_{g, k}(p)] \exp[j \theta_{p, k}(p)] \rho_{T, k}(p) \rho_{T}(p)^2 \frac{1}{\rho_{T}(p)} (q-p) d\hat{p}$$

(18a)

$$\mu_k^d = \frac{j k_0}{2\pi} \int_S \gamma_k^d F_k^d(p) \exp[j \rho_{g, k}(p)] \exp[j \theta_{p, k}(p)] \rho_{T, k}(p) \rho_{T}(p) \frac{1}{\rho_{T}(p)} (q-p) d\hat{p}$$

(18b)

$$\sigma_k^q = j k_0 \frac{1}{2\pi} \int_S \gamma_k^s(p) F_k^s(p) \exp[j \rho_{g, k}(p)] \exp[j \theta_{p, k}(p)] \rho_{T, k}(p) \rho_{T}(p) \frac{1}{\rho_{T}(p)} \frac{\partial}{\partial q} (\gamma_k^s(p) F_k^s(p)) d\hat{p}$$

(18c)

$$\sigma_k^d = j k_0 \frac{1}{2\pi} \int_S \gamma_k^d F_k^d(p) \exp[j \rho_{g, k}(p)] \exp[j \theta_{p, k}(p)] \rho_{T, k}(p) \rho_{T}(p) \frac{1}{\rho_{T}(p)} \frac{\partial}{\partial q} (\gamma_k^d F_k^d(p)) d\hat{p}$$

(18d)

Moreover, the MSE of any unbiased estimator $\hat{q}$ of the agent position satisfies

$$\mathbb{E} \{ (\hat{q} - q)(\hat{q} - q)^T \} \geq J(q)^{-1}$$

(19)

where the right hand side is called the CRLB [38].

Proof: The proof follows from straightforward calculation of (14).

Remark 3: The FIM $J_k(q)$ is generally a rank-2 real matrix. Specifically, $\mu_k^q$ and $\sigma_k^q$ are determined by the position of the agent relative to the CIS, and $\mu_k^d$ and $\sigma_k^d$ are determined by the position of the anchor relative to the $k$-th anchor. When the influence of the directivity and polarization of the antennas can be neglected, the vectors $\sigma_k^q$ and $\sigma_k^d$ become zero vectors, and the FIM at the $k$-th anchor is reduced to

$$J_k(q) = \frac{P_T}{2P_n R_L} \mathbb{R} \{ \left[ \mu_k^q + \mu_k^d \right] \left[ \mu_k^q + \mu_k^d \right]^H \}$$

(20)

whose rank remains 2 in general.

C. Case Study: CISs With Focusing Control

To clarify the relationship between position information and system parameters, additional assumptions are made to simplify the expressions for the case of interest. We assume that $\lambda_0$ is significantly smaller than $\rho_T(p)$ and $\rho_{D,k}$, i.e., (A3) $\lambda_0 \ll \rho_T(p)$ and (A4) $\lambda_0 \ll \rho_{D,k}$.

With (A3), we have

$$\mu_k^q \approx \frac{k_0^3}{2\pi} \int_S \gamma_k^s(p) F_k^s(p) \exp[j \rho_{g, k}(p)] \exp[j \theta_{p, k}(p)] \rho_{T, k}(p) \rho_{T}(p)^2 \frac{1}{\rho_{T}(p)} (q-p) d\hat{p}$$

(21)

Meanwhile, with (A4), we have

$$\mu_k^d \approx j k_0 \gamma_k^d F_k^d(p) \exp[j \rho_{g, k}(p)] \exp[j \theta_{p, k}(p)] \rho_{T, k}(p) \rho_{T}(p)^2 \frac{1}{\rho_{T}(p)} (q-p).$$

(22)

For the agent and the anchors with same dipole antennas along the $z$-axis, we can obtain the FIM for a focus-on-$p_k$ CIS as shown in Proposition 3.

Proposition 3: With (A1)-(A4), the FIM of a focus-on-$p_k$ CIS at the $k$-th anchor with small dipole antennas whose length is $\Delta z$ along the $z$-axis is given by

$$J_k(q) = J_k^d(q) + \psi_k(\mu_k^d(q) + C_k(q))$$

(23)

where $J_k^d(q)$, $J_k^d(q)$, and $C_k(q)$ represent the information from the scattering path, the direct path, and the coupling of the two paths, respectively, given by

$$J_k^d(q) = \frac{3\pi\eta P_T((\Delta z)^2 f_c^4)}{8\pi P_n R_L c_0^2} u_k^d(u_k^d)^T$$

(24a)

$$J_k^d(q) = \frac{3\pi\eta P_T((\Delta z)^2 f_c^2)}{8\pi P_n R_L c_0^2} u_k^d(u_k^d)^T$$

(24b)

$$C_k(q) = \frac{3\pi\eta P_T((\Delta z)^2 f_c^3)}{64\pi P_n R_L c_0^2} (u_k^d(u_k^d)^T + u_k^d(u_k^d)^T).$$

(24c)

Here $u_k^d, u_k^d \in \mathbb{R}^3$ are determined by the position of CIS, agent and anchors and the size and shape of CIS, i.e., $q$, $p_k$, and $S$, expressed as (55) and (56).

Proof: See Appendix C.

Remark 4: The FIM consists of three components: the FIM from the scattering path, the FIM from the direct path, and the FIM from the coupling of the two paths, which means that, if the CIS is removed, then $J_k(q) = J_k^d(q)$ and if the direct path is obstructed, then $J_k(q) = J_k^d(q)$. To reveal the benefit only from the CIS as $f_c$ increases but not from the agent and the anchors, we consider that the antenna size is proportional to the wavelength, and thus the benefit from the dipole antennas of the agent and the anchors is eliminated. In this case, $J_k^d(q)$ is approximately proportional to $f_c^4$ at high signal frequency, which is fully contributed by the CIS with dynamic focusing control due to the conformed scattering via the CIS. If the transmitting power and the antenna size are constant, $J_k^d(q)$ is approximately proportional to $f_c^4$, which implies that the introduction of the CIS can largely improve the performance of the localization system at high signal frequency.

Remark 5: By setting the phase response function in (13), the increase in the received signal power results in the optimal FIM at the $k$-th anchor. Although the phase response function (13) requires knowledge of the agent position, the configuration can be achieved in an iterative way. The initial phase response of the CIS is configured randomly and a rough estimation of the agent position is acquired. Substituting the rough estimation of the agent position into (13), we obtain a
finer estimation of the agent position. After multiple iterations, the phase response of the CIS can be configured. It is worthy to note that an optimal FIM results in higher localization accuracy, which leads to better performance of CIS-aided communication. Therefore, a CIS-aided localization system and a CIS-aided communication system can be integrated as a CIS-aided ISAC system and jointly optimized.

IV. CIS-AIDED LOCALIZATION WITH OBSTACLES ON THE SCATTERING PATHS AND ADDITIONAL CISs

This section extends the CIS-aided localization systems with obstacles on the scattering paths (OSPs) and additional CISs.

A. Localization With Obstacles on the Scattering Paths

Consider an OSP as a perfect absorber, as shown in Fig. 2. The OSP can obstruct some of the scattering paths and the EM waves scattered to the OSP are perfectly absorbed. Here, we make a simple assumption on that the EM waves scattered on the OSP are so weak after reflection that they can be neglected. Besides, we assume that the size of the OSP is much larger than the wavelength of the EM waves, thus the diffraction is not accounted. For a range-based localization system that relies on the direct path, once a perfect absorber is on the direct path, the receiver will be covered in the shadow caused by the absorber and hardly receive the signals from the transmitter. However, with the aid of a CIS whose area is large enough, the absorber cannot obstruct all the EM waves scattered by the CIS. Therefore, the intensity of the position information is still significant even though it is reduced by the presence of OSPs.

For the k-th anchor, an OSP creates an invalid zone on the CIS as shown in Definition 1.

Definition 1 (Invalid zone on CISs): For the k-th anchor, the invalid zone \( B_k \) on a CIS is defined as

\[
B_k = \{ p \in S_{\text{eff}} | \text{the straight line determined by } p_k \text{ and } p \cap \text{the space occupied by the OSPs} \}
\]  

where \( S_{\text{eff}} \) denotes the area of the CIS illuminated by the agent.

The EM waves scattered on the invalid zone cannot reach the corresponding anchor. Therefore, the phase response on the invalid zone of the CIS is irrelevant to the corresponding anchor.

Corollary 1: The FIM of the k-th anchor when there are OSPs is given by

\[
J_k^e(q) = \frac{P_T}{2 P_o R_L} \Im \left\{ \left[ \mu_k^s \sigma_k^s + \psi_k \left( \mu_k^d + \sigma_k^d \right) \right] \times \left[ \mu_k^s + \sigma_k^s + \psi_k \left( \mu_k^d + \sigma_k^d \right) \right]^H \right\}
\]

where

\[
\mu_k^s = \frac{j k_0}{2 \pi} \int_{S_{\text{eff}}} \gamma_k^s(p) F_k^s(p) e^{j k_0 \rho_R, k(p)} e^{j k_0 \rho_T(p)} \rho_R(k(p)) \rho_T(p)^2 \rho_R(k(p)) \rho_T(p)^2
\]

\[
\sigma_k^s = \frac{-j k_0}{2 \pi} \int_{S_{\text{eff}}} \gamma_k^s(p) F_k^s(p) e^{j k_0 \rho_R, k(p)} e^{j k_0 \rho_T(p)} \rho_R(k(p)) \rho_T(p)^2 \rho_R(k(p)) \rho_T(p)^2
\]

Proof: Straightforward results from Proposition 2.

Remark 6: The recognition of every invalid zone on the CIS can optimize the phase response of the CIS further. Furthermore, if a localization system has multiple anchors, the invalid zone of one anchor may be out of the invalid zone of another anchor. Therefore, though the invalid zone \( B_k \) is unable to benefit the k-th anchor, this invalid zone can serve other accessible anchors and improve the performance of the system. In other words, for a problem of phase response optimization of the whole CIS, it can be divided into sub-problems that optimize the phase response on the domain formed by the intersection and difference set of \( B_k, k = 1, 2, \ldots, K \) and \( S_{\text{eff}} \). In particular, the phase response function can be set as

\[
\Phi_R(\tilde{p}) = \begin{cases}
  k_0 (\rho_R, k(p) + \rho_T(p)) - k_0 \rho_D, k + \arg (\gamma_{k} F_{k}^s) \\
  - \arg (\gamma_{k} F_{k}^s(p)) - \pi/2, & \tilde{p} \in \bigcup_{m=1}^{K} S_{\text{eff}} \setminus B_m \\
  0, & \tilde{p} \in \bigcap_{k=1}^{K} B_k
\end{cases}
\]

where the sequence \( k = 1, 2, \ldots, K \) represents the priority of the anchor, and the anchor with a larger subscript has higher priority to be served by the CIS. Here, the phase response function is set to zero in \( \bigcap_{k=1}^{K} B_k \) to eliminate the ambiguity when \( \bigcap_{k=1}^{K} B_k \neq \emptyset \). In addition, it is feasible for the CIS to obtain perfect knowledge of the OSP in the configuration step when the CIS has elements for sensing. The invalid zones can be determined based on the way in which the anchors illuminate the sensing elements embedded on the CIS in a specific sequence. Furthermore, the CIS can be configured in a similar method as in Remark 5.

The signals scattered twice by OSPs have low signal strength and thus can be omitted. As shown in case (2)
of Fig. 5, even the signals scattered once in a semi-infinite space by a large scattering plane have low SNR, not to say OSPs that scatter the signals to all directions. In the configuration (28), the EM waves scattered coherently to the anchors can avoid the interference of the OSP, and thus the scattering effect of OSPs is weakened further. The diffraction effect is not considered in the modeling of the obstacles, since wavelength-size obstacles are uncommon in high-frequency scenarios. Therefore, modeling OSPs as perfect absorbers is appropriate for the considered high-frequency scenarios.

### B. Localization With Multiple CISs

Consider a localization system with multiple CISs, where the second-scattered EM waves are neglected due to their low strength. In these scenarios, we focus on what an additional CIS introduces, and to what extent the relative position of the second-scattered EM waves are neglected because of their low strength.

Corollary 2: In a localization system with CISs $S_m$, $m = 1, 2, \ldots, M$, the FIM from the $k$-th anchor is given by

$$
J_k^M(q) = \frac{P_T}{2P_nR_l} \left\{ \sum_{m=1}^{M} (\mu^{s,m}_k + \sigma^{s,m}_k) + \psi_k^d(\mu^{d}_k + \sigma^{d}_k) \right\} 
+ \left\{ \sum_{m=1}^{M} (\mu^{s,m}_k + \sigma^{s,m}_k) + \psi_k^d(\mu^{d}_k + \sigma^{d}_k) \right\}^T
$$

(29)

where

$$
\mu^{s,m}_k = \frac{k_0}{2\pi j} \int_{S_m} \gamma_k^s(R_m p + p_{Sm})F_k^s(R_m p + p_{Sm}) \rho_{R,k}(R_m p + p_{Sm}) e^{j\rho_{R,k}(R_m p + p_{Sm})} d\hat{p}
$$

(30a)

and

$$
\sigma^{s,m}_k = \frac{k_0}{2\pi} \int_{S_m} e^{j\rho_{R,k}(R_m p + p_{Sm})} e^{j\rho_{R,k}(R_m p + p_{Sm})} \rho_{R,k}(R_m p + p_{Sm}) e^{j\rho_{R,k}(R_m p + p_{Sm})} d\hat{p}
$$

(30b)

in which $S_m$ is the set of two-dimensional coordinates of all points on the $m$-th CIS; $R_m$ and $p_{Sm}$ are the rotation matrix describing the rotation of the $m$-th CIS and the relative position of the $m$-th CIS, respectively.

**Proof:** See Appendix D.

**Remark 7:** The phase response of the $m$-th CIS can be set to focus on the $k$-th anchor as

$$
\Phi_{R,m}(\hat{p}) = k_0 \left( \rho_{R,k}(R_m p + p_{Sm}) + \rho_T(R_m p + p_{Sm}) \right) - k_0\rho_{R,k} + \arg\left(\gamma^s_k(R_m p + p_{Sm})F_k^s(R_m p + p_{Sm})\right) \pi/2.
$$

(31)

This configuration can be achieved in a similar method proposed in Remark 5.

Generally, Corollary 2 assumes that each CIS is not set on the path between the anchors or agents and other CISs, and the assumption of CISs deployment can be easily met. For example, for a cubic room, CISs deployed on the ceiling and walls hardly violate the assumption. It is worthy to note that if a CIS is obstructed by other CISs in a localization system with multiple CISs, Corollary 2 does not hold. However, we can view other CISs as obstacles for the CIS and acquire the FIM from Corollary 1.

With the aid of CISs, the scattered signals can be directed to favorable directions. Due to the power concentration on the preferable direction, the power scattered by the CIS to other direction will be reduced further if the carrier frequency increases. In addition, it will be seen in Fig. 5 that the signal scattered by a scattering plane is much weaker than the signal scattered by the CIS at a specific direction. Therefore, multi-bounce scatterings between multiple CISs can be neglected.

### V. NUMERICAL RESULTS AND DISCUSSION

This section simulates four scenarios to evaluate the performance of integrated localization and communication systems under different parameters, the performance of localization with OSPs, and the performance of localization with multiple planes including CISs and scattering planes.

The considered localization and communication systems have 3 anchors and 1 agent with dipole antennas along the $z$-axis, and the agent communicates with the anchors. We set the bandwidth of the transmitted signals as 3 MHz, the simulation step on the square-shape $D \times D$ planes including DISs, CISs, and the scattering planes as $\lambda_0/5 \times \lambda_0/5$, the parameters of dipole antenna along $z$-axis of the agent and the anchors as $P_T = 10$ mW and $\Delta z = \lambda_0/2$. The noise figure and temperature are set as $5$ dB and room temperature, respectively. The positions of the anchors are $p_1 = (30, 20, 300)$, $p_2 = (150, 0, 300)$, and $p_3 = (150, 0, 310)$, respectively. The agent $q$ is in the space of $[18, 22] \times [28, 32] \times [28, 32]$. The unit of
Fig. 4. SNR of DIS-aided communication normalized by that of CIS-aided communication at different directions where the receiver is deployed.

In the simulations related to localization, 100 realizations of agent position are used to determine the average root squared position error bound (SPEB), where SPEB is the trace of CRLB introduced in Proposition 2 [24].

A. CIS-Aided Communication Under Different Parameters

To show the difference between CIS and DISs with different spacing of element \( l_e \), we evaluate an RIS-aided communication system whose transmitter is at \((20, 20, 30)\) (m) and the receiver is at \((200 \cos \theta, 0, 200 \sin \theta)\) (m), and the direct path between the transmitter and the receiver is obstructed. The size \( D \) of the CISs is set to 3 m, and the carrier frequency is set to 3 GHz. The normalized SNR refers to SNR of DIS-aided communication normalized by that of CIS-aided communication. A DIS with elements larger than the wavelength cannot affect incidence waves effectively, thus we consider \( \lambda_0 / l_e > 1 \).

Fig. 4 shows that when the spacing of elements on DIS is below \( \lambda_0 / 4 \), i.e., \( \lambda_0 / l_e \geq 4 \), the performance of DISs when \( \theta = 20^\circ \) exceeds 90% SNR of CIS. As the spacing of elements on DIS decreases, the performance of DIS-aided communication increases and approaches the performance of CIS-aided communication.

To quantify the gain brought by CIS on the SNR, we study the communication between the receiver and the transmitter whose direct path is obstructed. Specifically, we compare the communication aided by a focus-on-\( p_2 \) CIS, a scattering plane, and a random-configured CIS, respectively. The transmitter is at \((20, 20, 30)\) (m). Here, a scattering plane refers to a plane whose phase response is zero, and a random-configured CIS refers to a plane whose phase response follows a uniform distribution in \([0, 2\pi)\). The size \( D \) of the planes is set as 3 m, and the carrier frequency is set as 3 GHz. Fig. 5 shows that the SNR of CIS-aided communication is enhanced significantly from around -3 dB to around 15 dB as the size of the CIS increases, while the SNR for communication aided by a scattering plane and the average SNR for communication aided by random-configured CIS remain unchanged around -60 and -30 dB, respectively. This is because the signal scattered by a focus-on-\( p_2 \) CIS is superimposed coherently at the receiver.

To further explore the theoretical limit of CIS-aided communications, six cases with and without an obstacle on the direct path (ODP) are considered as listed in Table II, and the receiver is at \( p_{R} = |p_{R}|(\cos \theta, 0, \sin \theta) \). In Fig. 6, the carrier frequency is 3 GHz, \( \theta = 120^\circ \), and the size \( D \) of the CIS or the scattering plane is 3 m. Fig. 6 shows that with the aid of a focus-on-\( p_2 \) CIS, the spectral efficiency is more than twice higher than that without the aid of a CIS. Fig. 6 also shows that the performance gains in spectral efficiency provided by a random-configured CIS and a scattering plane are smaller compared with that provided by a focus-on-\( p_2 \) CIS.

In Fig. 7, the carrier frequency of the localization systems varies from 1 GHz to 30 GHz, and the size of the antenna is

<table>
<thead>
<tr>
<th>Cases</th>
<th>ODP</th>
<th>Plane Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1'</td>
<td>1</td>
<td>1 focus-on-( p_2 ) CIS given by (13)</td>
</tr>
<tr>
<td>C2'</td>
<td>0</td>
<td>1 focus-on-( p_2 ) CIS given by (13)</td>
</tr>
<tr>
<td>C3'</td>
<td>1</td>
<td>1 Scattering plane</td>
</tr>
<tr>
<td>C4'</td>
<td>0</td>
<td>1 Scattering plane</td>
</tr>
<tr>
<td>C5'</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td>C6'</td>
<td>0</td>
<td>1 random-configured CIS</td>
</tr>
</tbody>
</table>
Fig. 7. Impact on spectral efficiency of CIS-aided communications from the carrier frequency.

Fig. 8. Impact on spectral efficiency of RIS-aided communications from the size of RISs and the spacing element of the DISs.

Fig. 9. Localization accuracy comparison among 6 different cases in Scenario 1.

### TABLE III

**A NOTATION OF SCENARIO 1**

<table>
<thead>
<tr>
<th>Cases</th>
<th>ODP</th>
<th>Plane Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1</td>
<td>1 focus-on-(p_1) CIS given by (13)</td>
</tr>
<tr>
<td>C2</td>
<td>0</td>
<td>1 focus-on-(p_1) CIS given by (13)</td>
</tr>
<tr>
<td>C3</td>
<td>1</td>
<td>1 Scattering plane</td>
</tr>
<tr>
<td>C4</td>
<td>0</td>
<td>1 Scattering plane</td>
</tr>
<tr>
<td>C5</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td>C6</td>
<td>1</td>
<td>1 random-configured CIS</td>
</tr>
</tbody>
</table>

The size of the CIS and scattering planes are set as \(D = 1\) m, and \(|p_R|\) and \(\theta\) are set as 200 m and 120°, respectively. Fig. 7 shows that the spectral efficiency provided by the direct path decreases as the carrier frequency increases, and it is because the aperture of the Rx antenna is proportional to \(\lambda/2\). Fig. 7 also shows that the performance gain in the spectral efficiency with the aid of a focus-on-\(p\) CIS is significant compared with that without the aid of a CIS, especially when the carrier frequency is high. Moreover, with the aid of a CIS, spectral efficiency keeps unchanged as the frequency increases, and it is because the gain provided by the CIS compensates for the deterioration caused by the reduced aperture of the Rx antenna.

In Fig. 8, we consider cases without ODPs aided by RISs. The carrier frequency is 3 GHz, and \(|p_R|\) and \(\theta\) are set as 200 m and 120°, respectively. Fig. 8 shows that the spectral efficiency is enhanced as the RIS size increases. This is because the RIS collects more power with a larger size. Fig. 8 also shows that the spectral efficiency of DIS-aided communications approaches that of CIS-aided communications as the spacing of DIS elements decreases. Better gains of CISs over DISs can be expected in scenarios with multiple receivers, due to the ability of CISs to form radiation patterns with higher directivity.

### B. CIS-Aided Localization Under Different Parameters

To show the enhancement of the CIS in localization, we consider the Scenario 1 with and without an ODP between the agent and the anchor. In this scenario, six different cases are considered as listed in Table III. In particular, cases C3 and C5 are selected as the benchmarks for cases with and without an ODP, respectively.

The simulation setting considers \(D = 1\) m and \(f_c = 3\) GHz, where the Fresnel distance [53] of the CIS is 20 m.

Fig. 9 shows the root SPEB as a function of the noise level \(N_0\). The figure shows that the introduction of the CIS does not significantly improve the root SPEB in the cases without any ODP. This is because when there is LOS between each anchor and the agent, desirable performance can be achieved even without the help of CIS. However, when an ODP is introduced, with the aid of the CIS, the root SPEB is reduced more than 10 times compared with the scattering plane. This shows that a CIS can mitigate the loss caused by the ODP. The root SPEB is not plotted for the scenario with an ODP but without the scattering plane and the CIS, because the FIM is not full rank in such a case, and the root SPEB is not defined. In this case, the measurements do not provide sufficient information for estimating the position of the agent.

Furthermore, we compare the influence from a focus-on-\(p_1\) CIS and a CIS with random phase response distribution. In particular, 1000 random phase responses are obtained, from which the empirical ranges of the root SPEB are determined in the presence of an ODP. The vertical bars in Fig. 9 represent the maximum and minimum of the root SPEB among all
Fig. 10. Impact on the localization accuracy from the carrier frequency of the localization systems.

Fig. 11. Impact on the localization accuracy from the size of the CIS or scattering plane.

Fig. 12. Impact on the localization accuracy from the carrier frequency of the localization system with the OSP.

Fig. 13. Impact on the localization accuracy from the size of the CIS with the OSP.

Table IV

<table>
<thead>
<tr>
<th>Cases</th>
<th>OSP</th>
<th>ODP</th>
<th>CIS Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>C7</td>
<td>0</td>
<td>1</td>
<td>focus-on-p1 CIS</td>
</tr>
<tr>
<td>C8</td>
<td>0</td>
<td>0</td>
<td>focus-on-p1 CIS</td>
</tr>
<tr>
<td>C9</td>
<td>1</td>
<td>1</td>
<td>focus-on-p1 CIS</td>
</tr>
<tr>
<td>C10</td>
<td>1</td>
<td>0</td>
<td>focus-on-p1 CIS</td>
</tr>
<tr>
<td>C11</td>
<td>1</td>
<td>1</td>
<td>CIS given by (28) with the priority of p1, p2, p3 from high to low</td>
</tr>
<tr>
<td>C12</td>
<td>1</td>
<td>0</td>
<td>CIS given by (28) with the priority of p1, p2, p3 from high to low</td>
</tr>
</tbody>
</table>

In Fig. 9, the root SPEB of the localization system with a CIS with the phase response function in (13) is much lower than the lowest root SPEB of the system with a CIS with the uniform phase response distribution, which validates the effectiveness of the phase response function in (13).

In Fig. 10, the carrier frequency of the localization systems varies from 1 GHz to 30 GHz, and the size of the antenna is proportional to $\lambda_0$. The Fresnel distance varies correspondingly from 20/3 m to 200 m. Fig. 10 shows that the root SPEB of C5 remains unchanged with the variation of the carrier frequency. This is because the antenna size is considered to be proportional to the wavelength, leading to constant electrical size of the antennas with respect to the carrier frequency $f_c$.

In the situation with an ODP, Fig. 10 shows that the root SPEB of case C1 approaches that of the LOS condition as the frequency increases. From Remark 4, the improvement of the root SPEB of case C1 comes from the relation that $J_k(q)$ is approximately proportional to $f_c^4$. Moreover, the root SPEB of the localization system with a scattering plane does not change significantly with the signal frequency.

In Fig. 11, the size of the CIS or the scattering plane varies from 1 m to 3 m, while the carrier frequency is 3 GHz. Fig. 11 shows a better root SPEB especially in obstructed situation with the size of the CIS. This is because the SNR at the anchors increases as the size of the CIS increases, as shown in Fig. 5. Fig. 11 also shows that the root SPEB of the localization system with the CIS becomes smaller than that in unobstructed situation as the diameter of the OSP increases, which means that the position information from the scattering path via CIS may exceed the position information brought by the direct path. In addition, the root SPEB of case C3 keeps around 1 m for any value of $D$, and it is significantly higher than other cases.
In Scenario 1, compared with cases without the aid of the CIS, the root SPEB of the CIS-aided cases is reduced significantly as the carrier frequency or the size of the CIS increases. Specially, the root SPEB is reduced about one order of magnitude even if the direct path is obstructed, as shown in Fig. 10 and Fig. 11.

C. Localization With Obstacles on the Scattering Paths

To clarify how the size of the OSP and the size of the CIS affect the transmission of the position information, we consider a spherical OSP whose center is $p_o$ and radius is $R_o$. Therefore, for the $k$-th anchor, its invalid zone on the CIS is given by

$$B_k = S_{\text{eff}} \cap \mathcal{E}_k$$

where $\mathcal{E}_k$ is the elliptical shadow when the $k$-th anchor illuminates the plane of the CIS.

Fig. 12 and Fig. 13 present the performance of a CIS-aided localization system with OSPs, where the same system parameters of Fig. 10 and Fig. 11 in Section V-A are considered. In addition, we consider a spherical OSP whose center $p_o = [2, 2, 30]^T$ (m) and radius $R_o = 0.8$ m. The cases for Scenario 2 are listed in Table IV.

Fig. 12 shows that as the carrier frequency increases, the root SPEBs of cases C7-C12 approach each other, which means that the deterioration caused by the OSP is weakened. This is due to high carrier frequency enhances the performance of the CIS. Fig. 12 also shows that for the cases whose direct path of the anchor focused by the CIS in the highest priority (C7, C9, C11) are obstructed, the deterioration caused by the OSP is weakened as the frequency increases. This is because the ability of the CIS to enhance position information increases with the carrier frequency, and the invalid zones on the CIS do not change, thus more position information is obtained by the anchors via the scattering paths. By contrast, Fig. 12 shows that for the cases whose direct paths are LOS (C8, C10, C12), the deterioration caused by the OSP is enlarged as the frequency increases. This is because with all LOS paths, the enhancement from the CIS becomes insignificant, and the deterioration due to the invalid zone of CIS is enlarged.

Fig. 13 shows that as the size of the CIS increases, the root SPEBs of cases C7-C12 approach each other, which means that the deterioration caused by OSP is weakened. This is because a larger CIS leads to a smaller ratio of invalid zones for the unchanged OSP.

Fig. 14 show that a CIS with the phase response of (28) can perform better than a CIS with the phase response of (13) when there are OSPs. The curves of case C9 and C11 in Fig. 14 shows that if the size of the OSP is relatively large, the CIS configured by (28) with the certain priority performs much better than the focus-on-$p_1$ CIS. This is because CISs configured by (28) with certain priority can combat the deterioration created by the OSP and lack of the LOS path.

D. Localization With Additional CISs

Consider two set-ups: a localization system with two CISs (see Fig. 3), and a localization system with one CIS and one scattering plane whose size $D = 1$ m. The carrier frequency is set as 3 GHz. To study localization with multiple CISs, we evaluate 6 different cases of Scenario 3 as listed in Table V.

Fig. 15 shows that the performance bounds of the localization system with two CISs do not vary significantly as the angle between the two CISs changes, which means that CISs can be deployed flexibly in complex wireless environments, such as a corner of the room. Fig. 15 also shows that the introduction of an additional CIS can improve the root SPEB from 0.035 m to around 0.02 m when one of the direct paths is obstructed, which means that different CISs can cooperate and improve the localization system further. In addition, Fig. 15 also demonstrates that the influence of a scattering plane is insignificant. In particular, the scattering plane hardly affects the root SPEBs, and the slight affection from the scattering plane reduces further as the angle between the CISs decreases.
Fig. 15 shows that the performance gain due to an additional CIS is less significant in Scenario 3 compared to that in Scenario 1. However, the additional CIS still provides about 40% improvement on the root SPEB.

VI. CONCLUSION

This paper introduced the concept of CISs and established a theoretical framework for location awareness in beyond 5G networks via RISs. Specifically, we presented a general signal model, both for near and far field, for RIS-aided localization and communication based on EM theory. Using this model, we derived the SNR of the received signal and the spectral efficiency of the RIS-aided communications. Then, we established Fisher information analysis for RIS-aided localization. It is shown that the position information intensity of RIS-aided localization is approximately proportional to the fourth power of the carrier frequency, in contrast to the absence of RIS for which it would be a quadratic power. Therefore, the localization performance gain provided by RISs increases significantly with the carrier frequency. We also derived the FIM in the presence of obstacles and multiple RISs. Results show the localization performance gain provided by an RIS with controlled phase response compared to an RIS with random phase responses or a scattering plane. Also, the performance gain provided by a CIS is significantly higher than that provided by a DIS. Furthermore, RISs can improve the robustness of localization systems in the presence of obstructions between transmitting nodes and receiving nodes. The findings in this paper provided guidelines for the design and implementation of RIS-aided NLN for location awareness in beyond 5G networks.

APPENDIX A

For brevity, the term \( \exp\{j2\pi f_s t\} \) is omitted in the following expressions of fields and potentials, and all these fields and potentials represent sinusoidal waves. The magnetic potential of \( \mathbf{r} \) generated by the surface current \( \mathbf{j}(\hat{\mathbf{p}}) \) on the plane \( \mathbf{S} \) is

\[
\mathbf{a}(\mathbf{r}) = \mu \int_{\mathbf{S}} \mathbf{j}(\hat{\mathbf{p}})G(\mathbf{r}, \mathbf{p}) \, d\hat{\mathbf{p}} \tag{33}
\]

with the Green’s function \( G(\mathbf{r}, \mathbf{p}) \) is given by

\[
G(\mathbf{r}, \mathbf{p}) = \frac{e^{-j\beta|\mathbf{r}-\mathbf{p}|}}{4\pi|\mathbf{r}-\mathbf{p}|} \tag{34}
\]

where \( \mu \) denotes the permeability.

Based on Maxwell equations (Lorenz gauge), we have

\[
\nabla \times \mathbf{e} = -\frac{\partial \mathbf{b}}{\partial t} = -\nabla \times \frac{\partial \mathbf{a}}{\partial t} \tag{35}
\]

\[
\mathbf{e} = -\nabla \varphi - \frac{\partial \mathbf{a}}{\partial t} \tag{36}
\]

\[
\nabla \cdot \mathbf{a} = -j\omega \epsilon \mu \varphi \tag{37}
\]

where \( \omega = 2\pi f_c \) is the angular frequency, \( \epsilon \) is permittivity, \( \varphi \) is the electric potential, \( \mathbf{e} \) is the electric field, and \( \mathbf{h} \) is the magnetic field.

Therefore, the relation between the magnetic potential \( \mathbf{a}(\mathbf{r}) \) and the EM scattering field \( \mathbf{e}^s \) and \( \mathbf{h}^s \) is given by

\[
\mathbf{h}^s = \frac{1}{\mu} \nabla \times \mathbf{a} \tag{38}
\]

\[
e^s = \frac{1}{j\omega \mu} \nabla \nabla \cdot \mathbf{a} - j\omega \mathbf{a} \tag{39}
\]

For a perfect electric conductor, the boundary condition at the interface is

\[
j(\hat{\mathbf{p}}) = \mathbf{n} \otimes (\mathbf{h}^i + \mathbf{h}^s) \tag{40}
\]

where \( \mathbf{n} \) is the surface normal.

According to [54], when the object illuminated by the EM waves is flat, the approximated equivalent current source \( j(\hat{\mathbf{p}}) \) is given by

\[
j(\hat{\mathbf{p}}) \approx 2\mathbf{n} \otimes \mathbf{h}^i \tag{41}
\]

This approximation assumes that the scattering at each point on the surface takes place as if there is an infinite tangent surface at that point. Note that the approximation holds if the radius of curvature at each point of the surface is large enough [53].

Furthermore, we assume that the phase of the scattered EM waves can be manipulated, and the phase response of the CIS is described as \( \Phi_{\mathbf{R}}(\hat{\mathbf{p}}) \) where \( \hat{\mathbf{p}} \in \mathbf{S} \) is a point on the interface. Since the scattered waves are generated by the current source, the equivalent current source must take the same phase as the reflected EM waves, given by

\[
j_\Phi(\mathbf{p}) \approx 2\mathbf{n} \otimes \mathbf{h}^i e^{j\Phi_{\mathbf{R}}(\hat{\mathbf{p}})} \tag{42}
\]

Substitute (42) into (33), and with (38) and (39), the far-field scattered EM waves are given by

\[
\mathbf{h}^s = -\frac{j\beta}{2\pi} \int_{\mathbf{S}} [\hat{\mathbf{r}} \otimes (\mathbf{n} \otimes \mathbf{h}^i)] e^{-j\beta|\hat{\mathbf{r}}-\mathbf{p}|} e^{j\Phi_{\mathbf{R}}(\hat{\mathbf{p}})} d\hat{\mathbf{p}} \tag{43}
\]

\[
e^s = \frac{j\beta \eta}{2\pi} \int_{\mathbf{S}} [\hat{\mathbf{r}} \otimes (\hat{\mathbf{r}} \otimes (\mathbf{n} \otimes \mathbf{h}^i))] e^{-j\beta|\hat{\mathbf{r}}-\mathbf{p}|} e^{j\Phi_{\mathbf{R}}(\hat{\mathbf{p}})} d\hat{\mathbf{p}} \tag{44}
\]

where \( \eta \) is the wave impedance.

APPENDIX B

With (A1)-(A2), we derive the scattering field based on Lemma 1 as

\[
e^s_k = \frac{jk_0\eta_0}{2\pi} \int_{\mathbf{S}} [\hat{\mathbf{R}}_{\mathbf{R},k} \otimes (\hat{\mathbf{R}}_{\mathbf{R},k} \otimes (\mathbf{n} \otimes \mathbf{h}_{\text{in}}))] \times e^{-jk_0\hat{\mathbf{R}}_{\mathbf{R},k}(\mathbf{p})} e^{j\Phi_{\mathbf{R}}(\hat{\mathbf{p}})} d\hat{\mathbf{p}} \tag{45}
\]

where \( \hat{\mathbf{R}}_{\mathbf{R},k} \) is the unit vector of \( -\mathbf{p}_k \), vector \( \mathbf{h}_{\text{in}} \) is the incident magnetic field intensity on the CIS, \( \mathbf{n} \) denotes the surface normal, and \( \eta_0 \) is the vacuum wave impedance.

In general, radiation from a finite antenna is a spherical wave, and spherical wave behavior is characterized by \( e^{-jk_0 r}/r \) at a distance \( r \) away from the antenna [53], i.e.,

\[
\mathbf{h}_{\text{in}} = H_T(\hat{\mathbf{p}}) \frac{e^{-jk_0|\mathbf{p}|}}{\rho_T(\mathbf{p})} s(t) \mathbf{e}_k^d \tag{46}
\]

where \( H_T(\hat{\mathbf{p}}) \) depends on the antenna size and directivity of the agent, and \( s(t) \) is the transmitted baseband signal. Similarly, the incident wave via direct path at the \( k \)-th anchor is

\[
e_k^d = \eta_0 H_T(\mathbf{p}_k) \frac{e^{-jk_0|\mathbf{p}_k|}}{\rho_D(\mathbf{p}_k)} s(t) \mathbf{e}_k^d \tag{47}
\]
At the k-th anchor, we have
\[ r^n_k(t) = \frac{1}{2\sqrt{2\pi}R_L} V^*_k(0) e_k^n \] (48)
\[ r^d_k(t) = \frac{1}{2\sqrt{2\pi}R_L} V^*_k(q) e_k^d \] (49)
where \( V^*_k(x) \) is the vector effective length of the antenna at \( p_k \) for an EM wave from the position \( x \), and \( V^*_k(x) \) and \( V^*_k(q) \) denote its modulus and unit vector, respectively.

Furthermore, with the narrow-band assumption, \( s(t) \) can be set to 1 and thus can be removed from (46) and (47) for brevity. Substitute (46) into (45) and substitute the result into (48), and substitute (47) into (49), and let \( F^k_R(p) = \gamma_0 H_T(p) l^*_k(0) / \sqrt{T_T} \), \( F^k_L(q) = \gamma_0 H_T(p) l^*_k(q) / \sqrt{T_T} \), \( \gamma^k_0(p) = l^*_k(q) e_k^n \), and \( \gamma^k_0 = l^*_k(q) e_k^d \), we can get (5) and (6) respectively in Proposition 1.

**APPENDIX C**

Due to (A3) and (A4), \( \max \{ \sigma^d_k, \sigma^s_k \} \ll \min \{ \mu^d_k, \mu^s_k \} \), and thus \( \sigma^d_k \) and \( \sigma^s_k \) can be neglected in (17). Define the FIM \( J^c_k \), \( J^d_k \), and \( C_k \) as
\[ J^c_k(q) = \frac{P_T}{2 \pi R_L} \mathbb{R} \{ \mu^c_k(\mu^c_k) \} \] (50)
\[ J^d_k(q) = \frac{P_T}{2 \pi R_L} \mathbb{R} \{ \mu^d_k(\mu^d_k) \} \] (51)
\[ C_k(q) = \frac{P_T}{2 \pi R_L} \mathbb{R} \{ \mu^c_k(\mu^d_k) + \mu^d_k(\mu^c_k) \} \]. (52)
Since the CIS is configured as (13) and the Tx/Rx antennas are small dipole antennas [55] along z-axis whose current maximum is \( I_0 \) and length is \( \Delta z \), (21) and (22) can be expressed respectively as
\[ \mu^c_k = -\frac{3I_0}{4\pi R_L} \Delta z e^{jk_0 p \cdot k} u^c_k \] (53)
\[ \mu^d_k = -\frac{3I_0}{4\pi R_L} \Delta z e^{jk_0 p \cdot k} u^d_k \] (54)
where
\[ u^c_k = \int_S \left[ \frac{\hat{p}_k \otimes (\hat{p}_k \otimes \hat{z})^T \hat{p}_k \otimes (\hat{p}_k \otimes (q_3 \hat{z} + (p - q)))}{\hat{p}_k \cdot (\hat{p}_k \otimes \hat{z})} \right] d\hat{p}_k \] (55)
\[ u^d_k = \frac{\sin^2 \theta^d_k}{\rho^2_{D,k}} (q - p_k) \] (56)
in which \( \theta^d_k(p) \) represents the included angle between z-axis and the straight line determined by \( p \) and \( q \), \( \rho^2_{D,k} \) represents the included angle between z-axis and \( p_k \), and \( \theta^d_k(p) \) represents the included angle between z-axis and the straight line determined by \( p_k \) and \( q \).

Furthermore, using the definitions of \( J^c_k \), \( J^d_k \) and \( C_k \), and the fact that \( \psi^c_k = \psi_k \), we obtain (23).

**APPENDIX D**
First, consider a system with two CISs, i.e., S1 and S2, as shown in Fig. 3. In this case, the received signal at the k-th anchor is given by
\[ r^n_k(t) = r^{n,1}_k(t) + r^{n,2}_k(t) + \psi_k r^d_k(t) + n_k(t) \] (57)
where
\[ r^{n,1}_k(t) = \frac{j k_0 \sqrt{T_T}}{4\pi \sqrt{2R_L}} \int_{S_1} \gamma^k_0(p) F^k_R(p) e^{-j \theta^c_k(p) \cdot (p + n_k(p))} \rho^c_k(p) \rho^d_k(p) \] (58)
\[ r^{n,2}_k(t) = \frac{j k_0 \sqrt{T_T}}{4\pi \sqrt{2R_L}} \int_{S_2} \gamma^k_0(R(\Theta_12)p' + p_{S2}) F^k_R(R(\Theta_12)p' + p_{S2}) e^{-j \theta^c_k(p') \cdot (p' + p_{S2})} \rho^c_k(p') \rho^d_k(p') \] (59)
Following a method similar to that of Proposition 2, we have
\[ J^M_k(q) = \frac{2P_T}{2\pi R_L} \mathbb{R} \left\{ \left[ \mu^s_k + \sigma^s_k + \mu^d_k + \sigma^d_k \right] \right\} \] (60)
where
\[ \mu^s_k = \frac{j k_0}{2\pi} \int_{S_1} \gamma^k_0(p) F^k_R(p) e^{jk_0 p \cdot (p + n_k(p))} \rho^c_k(p) \rho^d_k(p) \] (61a)
\[ \sigma^s_k = -\frac{j k_0}{2\pi} \int_{S_1} \gamma^k_0(R(\Theta_12)p' + p_{S2}) F^k_R(R(\Theta_12)p' + p_{S2}) e^{-j \theta^c_k(p') \cdot (p' + p_{S2})} \rho^c_k(p') \rho^d_k(p') \] (61b)
\[ \mu^s_k = \frac{j k_0}{2\pi} \int_{S_2} \gamma^k_0(R(\Theta_12)p' + p_{S2}) F^k_R(R(\Theta_12)p' + p_{S2}) e^{-j \theta^c_k(p') \cdot (p' + p_{S2})} \rho^c_k(p') \rho^d_k(p') \] (61c)
\[ \sigma^s_k = -\frac{j k_0}{2\pi} \int_{S_2} \gamma^k_0(R(\Theta_12)p' + p_{S2}) F^k_R(R(\Theta_12)p' + p_{S2}) e^{-j \theta^c_k(p') \cdot (p' + p_{S2})} \rho^c_k(p') \rho^d_k(p') \] (61d)
Here, \( p' \in S_2 \) is a two-dimensional vector corresponding to \( (\tilde{p}')^T, 0 \) described in the coordinate system \( (x', y', z') \) whose X'-Y' plane is parallel to the CIS S2. Vector \( p_{S2} \) is the origin point of the coordinate system \( (x', y', z') \) described in the coordinate system \( (x, y, z) \), the rotation matrix
\[ R(\Theta_12) = \begin{bmatrix} \cos \Theta_12 & 0 & \sin \Theta_12 \\ 0 & 1 & 0 \\ -\sin \Theta_12 & 0 & \cos \Theta_12 \end{bmatrix} \] and \( \Theta_12 \) is the angle between the CISs S1 and S2, as shown in Fig. 3.
Results for the scenario with two CISs can be extended to scenarios with multiple CISs. In particular, we suppose there are $M$ CISs in the system. For the $m$-th CIS $S_m$ with $m \in \{1, 2, \ldots, M\}$, we establish a coordinate system $CS_m$ whose origin point is contained in $S_m$ and X-Y plane coincides with $S_m$. Let $p_{S_m}$ be the coordinate of the origin point of $CS_m$ in a basic coordinate system $CS_0$. We use the rotation matrix $R_m$ to describe the rotation of $CS_m$ compared to $CS_0$. Then, Corollary 2 can be proved in a similar manner.
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