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Ultra-Wide Bandwidth Time-Hopping
Spread-Spectrum Impulse Radio for Wireless
Multiple-Access Communications
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Abstract—Attractive features of time-hopping spread-spectrum in the lowest possible frequency band that supports its wide
multiple-access systems employing impulse signal technology aretransmission bandwidth means that this radio has the best
outlined, and emerging design issues are described. Performance OfChance of penetrating materials that tend to be more opaque

such communications systems in terms of achievable transmission t higher f . Finally. it should b ted that th
rate and multiple-access capability are estimated for both analog at higher frequencies. Finaly, it shou € note at the use

and digital data modulation formats under ideal multiple-access ©Of signals with gigahertz bandwidths means that multipath is
channel conditions. resolvable down to path differential delays on the order of a

Index Terms—mpulse radio, ultra-wide bandwidth. nanosecond or less, i.e., down to path length differentials on
the order of a foot or less. This significantly reduces fading
effects even in indoor environments [5], [6].

The capability to highly resolve multipath combined with the
HE TERM wideband as applied to communication sys-ability to penetrate through materials makes impulse technology
tems, can have different meanings. In conventional sygable for high-quality, fully mobile short-range indoor radio

tems, “wideband” implies a large modulation bandwidth anglystems. Lack of significant multipath fading may considerably
thus a high data transmission rate. In this paper, a spread-speduce fading margins in link budgets and allow low transmis-
trum (SS) system [1]-[4] is described in which the transmitteglon-power operation. Low transmission-power and short-range
signal occupies an extremely large bandwidth even in the aiperation with ultra-wide bandwidth (UWB) results in an ex-
sence of data modulation. In this case, a signal is transmittgemely low transmitted power spectral density, which insures
with a bandwidth much larger than the data modulation bandhat impulse radios do not interfere with narrow-band radio sys-
width and thus with a reduced power spectral density. This dpms operating in dedicated bands.

proach has the potential to produce a signal that is more covertModulation of TH-SS impulse radio is accomplished through
has higher immunity to interference effects, and has improvte time shifting of pulses. Antipodal modulation cannot be
time-of-arrival resolution. achieved by this means because pulse inversion is not an op-

The SS radio system described here is unique in anothien in this signaling format. Comparison with direct-sequence

regard: it does not use a sinusoidal carrier to raise the signattle-division multiple-access (DS-CDMA) systems over com-
a frequency band in which signals propagate well, but instepdrable bandwidths indicates that comparable numbers of users
communicates with a time-hopping (TH) baseband signal conuld also be supported by DS-CDMA signals although the
posed of subnanosecond pulses (referred tonasocycles spectral shapes of these systems are quite different. However,
Since the bandwidth ranges from near dc to several gigahettie authors are not aware of any DS-CDMA systems that op-
this impulse radiosignal undergoes distortions in the propaerate with gigahertz bandwidths. On the other hand, impulse
gation process even in benign propagation environments. @ulios with gigahertz bandwidths have been implemented and
the other hand, the fact that an impulse radio system operatesonstrated in single-user links with data rates up to 150 kb/s,
and hence the basic principles of operation have been validated.
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on signal design and Rake receiver design can be found in [5],
[6], [91-[12].

Il. TIME-HOPPINGFORMAT USING IMPULSES

o O o o
N W OO

A typical TH format of thekth impulse radio transmitter
output signak®’ (v, +®) is given by

sty (u,t9)) = 3w (19511 = P )T - ()

) )

wheret®*) is the transmitter clock timey,, (t) represents the

transmitted monocycle waveform that nominally begins at tinféd- 1. A typical idealized received monocyale..(#) at the output of the
nna subsystem as a function of time in nanoseconds. The model used in this

zero on the transmitter clock, and the quantities associated V\ﬁmeis Wreolt + 0.35) = [1 — 47(t/70)2] exp[—27(t/ Tve)?] With Ty =
(k) are transmitter dependenHence, the signal emitted by theo.2877.

]
o
n

received monocycle wye, (t)

WU'S 0.4\0_,5/1./(
491+

t in nanoseconds

1
o

kth transmitter consists of a large number of monocycle wave-
forms shifted to different times, thggh monocycle nominally
starting at timegi 77 + c](»k) ()T + dEk) (u). The structure of each
time shift component is described as follows.

1)

Uniform Pulse Train SpacingA pulse train of the form

> _owa(t®) — jTi) consists of monocycle pulses
spacedl; seconds apart in time. THeme timeor pulse
repetition timetypically may be a hundred to a thousand
times the monocycle width, resulting in a signal with a
very low duty cycle. Multiple-access signals composed
of uniformly spaced pulses are vulnerable to occasional
catastrophic collisiongn which a large number of pulses
from two signals are received simultaneously, much as
might occur in spread ALOHA systems [13].

3) Modulation Scheme&he sequenc@dEk)(u) o

X _isa
sample sequence from a wide-sense statjionary random
processi®® (u, ), with samples taken at a rate &} *.
Both analog and digital modulation formats are described
in this paper. For the analog impulse radio, analog sub-
carrier signaling is considered, where stabilization of the
tracking S-curve of the clock control loops can be accom-
plished with a relatively simple receiver design. This sig-
naling format is of particular interest for low power or
miniaturized applications. For the digital impulse radio,
a pulse position data modulation is considered. For sim-
plicity, it is assumed that the data stream is balanced
so that the clock-tracking loop S-curve can maintain a

2) Random/Pseudorandom THo eliminate catastrophic
collisions in multiple accessing, each link (indexed by
k) uses a distinct pulse-shift patter{ra:gk)(u)} called symbol time.

a TH sequenceThese hopping sequence{sEk)(u)} When &, transmitters are active in the multiple-access

are pseudorandom with periall,, with each element System, the composite received signéik, ¢) at the output of

P

an integer in the rangé < CEk)(u) < Ny. The TH this receiver antenna is modeled as

sequence therefore provides an additional time shift to
each pulse in the pulse train, with th¢h monocycle
undergoing an added shift @fk)(u)TC seconds, which ) ) )
are discrete values between 0 aNgZ. seconds. Since N which Ay I[nodels the attenuation over the propagation path of
the pseudorandom TH sequence has pemd the the Signalsgeg (u,t — Tk(u)) received from th@th transmittel_’.
waveform Z?i_oo wtr(t(k) — T — cgk)(u)Tg) has The random variabley, () _represent_s the time asynchronism
periodT}, = ]\JZ;Tf and has a power spe(J:traI density Witrpetween_ the clock of the signal received from transmittand

line spacingl/T}. the receiver clock, and(u, t) represents other non-monocycle

It is assumed thatv, 7. < 7T, and hence the ratio interference (e.g., receiver noise) present at the correlator input.

NuT,/T; indicates the fraction of the frame tirtle over Even an ideal channel and antenna system modifies the shape

which TH is allowed. Since a short time interval mayf the transmitted monocycle.(t) to w...(t) at the output

be required to read the output of a monocycle correlatBf lthe receiver antenna. A typical idealized model of the re-

and to reset the correlatal,7./7; may be strictly less C€IVed pulse shapex..(f) is shown in Fig. 1. For purposes
than one. IfNy, 75 /T; is too small, then catastrophic col-Of analysis, we assume that the true transformed pulse shape

lisions remain a significant possibility. Conversely, witt{xec(t) i known to the receiver and can be used to determine
a large enough value d¥,,7./T; and well-designed TH matched-filter receiving structures.

sequences, the multiple-access interference in many situ-
ations can be modeled as a Gaussian random process [14].

stable tracking point. With more complicated modula-
tion schemes, pulse-shift balance can be achieved in each

Ny
rlut) =D Arsied(ut —n(w) +a(ut) (2
k=1

I1l. ANALOG IMPULSE RADIO MULTIPLE-ACCESS

RECEIVER (AIRMA)
1In this notation,u represents a point in the underlying probability sample
space, and hence random variables are distinguished in this notation by the fsctlmpulse Correlator Output Model

that they are functions af. If a function does not depend an then it is not . " . .
y pent an A simplified model describing a portion of the AIRMA re-

random. A random process$u, t) is a different function of for eachu and is s i) A
a random variable for each value fof ceiveris shown in Fig. 2. We assume that the receiver is perfectly
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Impulse Correlator

Hold | ¥(t) | Subcarrier | #(?)
Circuit Filter

s® {t—m1)

Fig. 2. Simplified model of the analog impulse radio multiple-access receiver front end.

locked to the signal from the first transmitter. That is, the re- Linear approximation —2,
ceiver has a replica of the first transmitter's TH seque{m§8}
running synchronously with the time hops received via the air-
waves from the first transmitter. The implication is tl{aﬁl)}
andr; are no longer random variables from the viewpoint of the
receiver. Hence, the signal on the local reference arm of the re-
ceiver correlator, coming from the template generator, is simply

3(1)(U" t— Tl) = Z Weor (t - Jﬂ - C§I)Tc - Tl) (3)
J=—00

which looks formally like the received waveform from trans-
mitter 1 with no data modulation imposed on it, but with a dif-
ferent pulse shape...(t) in place of the monocycle.

The impulse correlator output is sampled to obtain the ség. 3. Cross correlatiotf?w(T) between the received waveform of Fig. 1
quence{a:j (u)} and is held by the sample-and-hold (S/H) deg?(lj:ithe pulse correlator waveform...(t) (chosen equal t@d/dt)wscc(t)

. g. 1). In this example, the linear approximation (also shown) appears

vice at a rate of one sample per frame. The correlator outRedsonable as long as< 0.03 nanoseconds.
corresponding to thgth frame is

1.5

Exact

nction

4 |
S

Cross-correlation fu

Time shifts in nanoseconds

P P o) output of the receiver template generator, and it is typically an
zj(u) = / (1, ) weor (t T e e - Tl) dt. (4) odd function. Assuming that the monocycle waveforms.(¢)

The range of integration here is actually determined mathematid @eo: (f) are nonzero only in the time interve, I;,], it

cally by the time interval over which the locally generated puggllows thatR,,(r) = Ofor|7| > 1Ti,. The quantityr; (u) is the
Weon(t — 5T — D 1) is nonzero. The expression(«) component of(«, t) that affects the reception of signal 1, i.e.,

can be simplified to n(w) :/ (1 ) o (t T — VT, 71) dt. (10)
Ny — o0
z;(u) :Alsj(.l)(u)—i—ZAks;k)(u) + n;j(w) (5) :]'Zrene(il;sired signal sample has an especially simple form,
k=2

s (u) = Ry, (d§1>(u)) ~ Ro(0)dP () (12)

(k) where the latter approximation is valid when the data modu-

h ' i luated in A dix | . . . L : .
wheres; " (u) is evaluated in Appendix | as lation d§1)(u) is constrained to be within the linear region of
k 7 k - - ~
s(u) = R, ([Cgl) - C](»Jr)jlﬁk(u)(u)} 1. the R,,(-) function, andR,,(0) represents the slope @, (t)
o) 6 att = 0. Fig. 3 shows exact and approximate expressions for
IO () + 0‘17’“(“)) 6) the cross-correlation functiok,,(r) for the typical received
waveform given in Fig. 1. When the approximation is valid, the
. o0 sampled modulation is directly visible at the correlator output
Ry(r) = / Wree(t + 7)Weor (1) dt (7)  with little or no distortion. Furthermore, since the modulation
- is highly oversampled to provide spread-spectrum processing
ga(in), adjacent random variables in the desired signal sequence
1 .
. 7 — T(u p are highly correlated.
sty = || 2 @ 1o (harehony
B. Subcarrier Demodulator Input Model
As indicated in Fig. 2, the impulse correlator output values
oy i(w) = 1 — 7i(u) mod 7;. (9) are sampled to obtain the sequedeg(u)} and held to create
a signal
The notation[[]] represents: rounded to the nearest integer. g 0o
Notice thatR,,(7) is the cross correlation between the received y(u,t) = Z z; (W[ T (t — §T; — ) (12)

monocycle waveform and the signak..(¢) present at the J——
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where~ is a delay on the order af, + 7;, and the rectangle C. Single-User Signal-to-Noise Ratio (SNR) Calculations

function is defined by The single-user synchronous SNINR,,(1) for a single

monocycle at the output of the correlator is
7(4) 2 [l for |¢| < T/2 (13) Yy p
0, otherwise (0 2
E ‘Alsj (u)‘
This signal is passed through a subcarrier filter to produce the SNR,, (1) 2 ; (20)
signalz(u, ¢) that is to be demodulated. E{|n;(w)["}

The convolution integral representation of the output of thene numerator of the above expression can be rewritten using
subcarrier filter with impulse responggu,c..(t) and input (12) (11) as

can be used to obtain the output representation . 9 ~ . 9
- w{fuof} e {un (o))
Z(U” t) =1 Z Ty (U’)géubcar(t - ij - 7) (14) = A%Rsubcar(o) (21)
j=—o0

N where Rouear(0) is the correlation function of the process
where g/ . (8) = (1/17) [T T ) gounear (t — ') dt'.  Ry(dP(u,t)) evaluated at zero shift and is also the
When 1/7; is much larger than any frequency passed by threan-squared value OR,w(d§l)(u)). We assume in this
subcarrier filter, thew, ..., (t) ~ gsubcar (). analysis that the random sequene;(«)} is composed of

As for the case of the correlator output signal in (5), the sumdependent random variables with zero mean and variance
carrier filter output signat(«, t) can be broken down into sep-o2. This is a reasonable model for wide-band interference and
arate components in a similar fashion receiver noise. Then, using (21)

2
SNRyp (1) = ALftoubear(0) 22)

2
%n

Ny
2(u,t) = 20 (u, t) + Z 20 (u, 1) + Zree(u, 1) (15)

=2 - Notice that the stationarity assumptionds¥’ (u, ¢) implies that

L et SNR.,(1) has the same value for all choicesjof
The single-user SNR at the output of the subcarrier filter is

defined to be
SNR (1) 2 <E{ Z(l)(“’t)|2}>

(et

- The notatiory-) is used to indicate a time average, in this case
el t) = T o (1)d! b T ), 17 o_v_erthe <_jurat|_01Tf of the “hold,” to make this measure insen-
( ) ) f E J( )gsubcar( Jit 7) ( ) sitive to time, i.e.,

where

Z(k) (U’v t) = j} Z Aksgk) (U’)géubcar(t - Jj} - 'Y) (16)

j=—o0

(23)

and

j=—00

Ty

The component,..(u,t) of zu.ise (2, t) accounts for receiver <]E{ 2w, t)‘2}> = i/ ]E{‘z(l)(u,t - g)r} dc.
noise and all other non-monocycle interference. It Jo (24)

Since the receiver correlation circuitry is set to receive tr@sing (19), (24) reduces to
signal from transmitter 1, the componemt®) (u, t) for k = ' , ,
2,3,---, N, in (15) represent the interference due to multiple- Q]E {‘Z(l)(%t)‘ }> —-E {‘Al-éw (d(l) (u,t — 7/))‘ }
access noise at the demodulator input. From (11) and (16), th
desired input signal®) («, t) to the demodulator can be written = A} Reubear (0). (25)
as

The quantity{IE{|z (v, t)|*}), the noise power at the output

) el 1) , ) of the subcarrier filter due to receiver noise, is calculated in (68)

2w, t) =T Ay Z Roo(dj () 9supear(t = 11 = 7). of Appendix IIl. The filter used in this calculation is
j=—o0
4 ~ 17 fsc_B/2<|f|<fsc+B/2
(18) subcar(f) ~ { 0’ otherwise (26)

We assume for simplicity that perfect signal reconstruction froghere 13 is a measure of the modulated subcarrier bandwidth
the samples takes place, i.gly),.,.(t) is an ideal interpolating and,,, is the subcarrier frequency. Technically, since the band-
function for reconstructing the waveform from samples. Undgjidth will be used in evaluating the noise power in the output,
this assumption of perfect signal reconstructiéh (v, ) be- it should be equal to the noise equivalent bandwidth of the sub-
comes carrier filter G ;... ().
Substituting (25) and (68) into (23) gives

A2 supcar N 111 1
SNlet(l) _ IRA bc (0) _ SNR ( ) (27)

whered™)(u, t) represents the desired subcarrier signal before 2BTi03} 2BT;
sampling andy’ accounts for propagation and processing détence,SNR,,(1) is proportional toSNR,,(1) of (22) with
lays. the proportionality factor being, as expected, approximately the

z(l)(u, t) = AlRw(d(l)(u, t—~") (19)
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ratio of the filter output bandwidtt{2B) to input bandwidth IV. DIGITAL IMPULSE RADIO MULTIPLE-ACCESS
(=1/T7). RECEIVER (DIRMA)

) , A. Receiver Signal Processing
D. Multiple-User Interference Calculation

. . The DIRMA receiver is based on the theory of hypothesis
To galculate the effect of multiple-user interference, two aﬁésting for fully coherent data detection. The objective is to de-
sumptions are made. termine a reasonable model for the signal processing neces-
1) Random Sequence Selectigtssume a randomly chosensary to demodulate one symbol of the transmission from the
sequence signal-set model, in which the hopping sequefgg; transmitter with binary modulation. Specificalifl” (u) =

{c§k>(u)} of each usel is selected independently of the ) (u) where the data sequent®® (u)}2__ is a bi-
selection of other user sequences. This is a conservative : et

Li/ N . L
) gry (0 or 1) symbol stream that conveys information in some
sumption because one would expect to do somewhat bette

by selecting the sequences to minimally interfere with ea m, and the parameteris on the order off:,. Since this is
o%/her 9 q y 4 oversampled modulation system with monocycles trans-

. mitted per symbol, the modulating data symbol changes only

2) Lr(lg)eéze:Cient(gt)er]fs:eknie28§t{r.césjvsu:r?dr(?g t:)‘eafégi:?'s every N, hops. Assuming that a new data symbol begins with

rec\th b = TRAY))) T o A ulse indexj = 0, the index of the data symbol modulating
dgpendently generated. Therefore, the received signals fr ,msej is /.| (here, the notationz| denotes the integer
dg:erent users a_redtotallydasynfchrt()j_nﬁous, and the delayhv Gt of z). In this modulation method, no additional time shift
a eST"‘h(u). aref in ep(;enl ent or di erent ugeLs. fFurt €lis modulated on the monocycle when the data symbol is 0, but
more, t € mtrg rame gelay vanabbq,k.(u) and the frame , yime shift ofs is added to a monocycle when the symbol is 1.
delay variable; () for each user are mdap))endent random The DIRMA receiver must decide Wheth@él)(u) is0or1l
variables. Hence, th¥, random variables;™ (u), for k = pa5eq on an observation of the received sigtialt) in a time

2,3, -+, Ny, andn;(u) are independent random variableSjnarya| of durationz; = N.7; at the antenna terminals. This

The NV -user SNR for a single monocycle at the output of th@orresponds to deciding between two hypothesgsand H; ,
correlator can be defined as

where
2
E As,(»l)u } N1
SNR,.(N,) 2 {‘ sl . (g Mai =AY wne (t-m - i
E {|n(w)*} 5=0

. c . . e 5d) Fnges(ust)  (33)
The numerator of this expression is calculated in (21). It is J

shown in Appendix Il that the random Variabl@g)(U) for in whichd is either 0 or 1. The remaining signals, interference,
k=2,3,---, Ny are zero mean. Therefore, each of the randoand noise have been lumped into the waveform

variables in the expressior(«) defined in (5) are independent
with zero mean, and hence

.
Ny

Ny
Ntot (U'v t) = Z Aksgég (U'v t— Tk(u’)) + 7’L(U,, t)
k=2

I {|7’L(U,)|2} - 0121 - USQe]f Z Ai (29) ) multiple—;;cess noise oot mote, e
k=2 (34)
whereo? . is defined in (65) of Appendix II. Therefore As with the analog impulse radio, it is assumed that the receiver
) has achieved perfect clock and sequence synchronization for the
Af Ryuear (0) (30) signal transmitted by the first transmitter.

SNRp, (Nu) =

o202 e, A2 If no other users were present, and if the d@afa’™ (u)}
Note that whenV,, = 1, the second term in the denominator o vas compo_sed_of mdepende_nt rand(_)m variables, the_n the op-
L imum receiver is the correlation receiver [15]-[17], which can
the above expression is zero, and (30) reduces to (22). be reduced to (35), shown at the bottom of the page, where
The N,-user SNR at the output of the subcarrier filter is A ' ) ) page, )
() = Wrec(t) — Wrec(t — §). SiNCewre.(¢) is nonzero only in

A <]E { 2D, t)|2}> the time interval0, 7,,,], the support ofi(¢) is [0, T,, + 6]. The
SNRout (Vu) = S (31) statistica(w) in (35) consists of summing thE correlations of
<]E {Izmise(u, £ }> thecorrelator's template signa(t) at various time shifts with

) ) the received signal(w, t). The signal processing corresponding
The total noise powe(lE{|zueise(u, 1)|°}) at the demodulator ¢4 the decision rule (35) is shown in Fig. 4. A graph of the tem-
input is evaluated in (69) of Appendix I1l. Substituting (25) angh|ate signal is shown in Fig. 5 using the typical received wave-

(69) into (31) gives form given in Fig. 1.
A2 R, rea: (0) Strictly speaking, the above decision rule is no longer op-
SNRout(Ny) (32)  timum when other users are present. In the presence of mul-

= 2 2 Ny 2°

2BTrog + 2BTh0 e 2t A tiple-access noise, which is not really Gaussian, the optimum
WhenxN, = 1, the second term in the denominator is zero améceiver makes use of the information that the receiver knows
(32) is equivalent to (27). about the structure of the multiple-access noise. This optimal
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input signal with test statistic demodulated
r(u,t) pulse {a(u)} pulse train o(u) compare data
—»| —>
correlator integrator to zero
. (1)
Zv(t—n — 3Tt —¢; T)
J
templete link
generator selector
) (1)
Z(SD(t——'rl-—]Tf—cj T.)
J
sequence cﬁ»l) sequence 71 mod Tt
delay < generator <
(sync control)
Z bp(t —mi—jT7)
J
frame 71 mod Tt
clock (sync control)

Fig. 4. Receiver block diagram for the reception of the first user’s signal. Clock pulses are denoted by Dirac delta functjons

1.5

will be used in the following to evaluate the performance of the
1l DIRMA receiver as a simple suboptimal means of making de-
cisions because it is theoretically simple and suggests practical
implementations.

The test statistiex(w) can be rewritten as

templete signal v(t
el
(3]
o
o
o
w

-0.5 alu) = m + ng(w) (36)
-1t where the quantities: (under hypotheseX; ) andn, are given
b
-1.5 y
N:—1 g
t in nanoseconds / T+
m= 3
Fig. 5. The template signalt) for the signal of Fig. 1. The parametewas j=0 7 mtiTr
chosen to be 0.156 nanoseconds in this example to approximately maximize N.—1
SNR..t(N,). Since the template is the difference of two pulses shifted,by r (1)
the nonzero extent of the template signal is approximatelys the pulsewidth, A Z Wree \t =71 =Ty —¢; " Te =6
i.e., about 0.86 nanoseconds. i=0
xv@—n—ﬂpmﬁnyﬁ 37)
detection in a multiuser environment leads to much more com-
plex receiver designs [18], [19]. However, if the number of usef$d
is large and no such multiuser detector is feasible, then it is rea- Ny=1 o +(G4+1)T;
sonable to approximate the combined effect of the other usexgu) = / Mot (U, t)
as a Gaussian random process [14]. Under this approximation, j=0 YTt

the total noiser.t (u, t) is a spectrally white Gaussian random
process and (35) is optimum. While the assumptions that make
the rule (35) optimal are not strictly valid, this decision ruleespectively.

Xv (t —7m —jdr — c](»l)TC> dt  (38)

A
pulse correlator output = a; (u)

N
- ™~

T1+(G+1)T; 1
/ r(u,t)v (t -7 —3TF — et )Tc> dt >0

. J
T1+5 T

N;—1
“decide"D{" = 0" (35)

i=0

~

-~

AN
test statistic =a(u)



WIN AND SCHOLTZ: UWB TH-SS IMPULSE RADIO FOR WIRELESS MULTIPLE-ACCESS COMMUNICATIONS 685

The quantitym is evaluated in Appendix IV as TheSNR_/ (1) for the AIRMA and DIRMA are given in (27)

out

and (43), respectively. The values &f for the AIRMA and

m = NsAymy, (39)  DIRMA receivers are given, respectively, by
wherem,, is defined in (71) of Appendix IV. M-l A Roupear(0)
The expression in (38) is further simplified in Appendix V as AIRMA ™ 9 BTi02
N, o Rsubcar (0)
nd(u) = Z Akn(k) (U') + nrec(u) (40) RA111ode052e1f
k=2 M—l
_ ) _ — “AIRMA (46)
wheren®)(v) is caused by multiple-access noise from ktie Ramod
transmitter anch,..(u) is caused by receiver noise and other
sources of non-monocycle interference. Their mathematical ex- M=l 2 N.m;,
pressions can be found in (76) and (74) of Appendix V. DIRMA = ;2
2
m

. — 7]7
B. SNR of the DIRMA Receiver Romea 1102

The DIRMA receiver output SNR is defined to be A=l
— ““DIRMA (47)
SNR, (N ) é m2 (41) RDmod
outitTu/ ]E{|nd(u)|2} Because all measures of the communication rate are hidden in

M, we have defined the rates of the analog and digital systems

where the numerator of this expression is given in (39). It i (45) asRAo0d = 2B and Rp o = 1/N,T;, respectively,
shown in Appendix VI that the random variable§” (u) for  and shown them explicitly in the modulation index expressions.
k=2,3,-.-, N, are zero mean. Since each of the random varfhe remaining factor in these expressions is denotetifby
ables in the expression ofi(u) defined in (40) are independent  The general form of (45) was developed originally in [20]

with zero mean, the quantifiz{|na(u)|*} becomes and was calculated specifically for a DS-CDMA system in
N, [21]. Since SNRou(N,) for the AIRMA and DIRMA are

E {|nd(u)|2} =62+ N,o? Z A2 (42) identical with the exception of different modulat_ion_ coefficients

P Mamrva and Mpiruva, the achievable transmission rate and

multiple-access capacity are derived for a general impulse radio
Nith parametert/ (without the subscripts). Then, performance
comparisons of specific receivers are equivalent to comparisons
of their modulation coefficientd/.

The basic performance measures of multiple-access systems
that we will relate are the numbéy,, of users, the operating
(NyA1my,)? SNR,SNR (N, ) for N, users, the modulation rafe,,.q, the

SNRou (1) = : (43) " modulation index?7, and the excess single-link SNRP 2

2
O—I‘eC

Thus SNR.(1) is equivalent to the output SNR that one migh%lollg?;gésgs%ué(rgti/c?ri\l flzﬁl%(i]sv;)u}mrsgru :)rfe Sstgrssulgpt?l:sg] lttrms
observe in single link experiments. This is a convenient pararnl- P ' '

. . Ei) reduces to
eter because it absorbs all of the scaling problems that one must
confront in handling receiver noise and non-monocycle form All A\ B
of interference. When more than one monocycle transmitter i A )

on the air, therSsNR,,.,; (/V,,) can be written using (42) as (48)

(NsAlm ))2 . .
I - ) (44) Where Ry,0q IS Ramoa for analog modulation of2pea for
02+ No23 g AR digital modulation.
When N, = 1, the second term in the denominator is zero and Under perfect power control assumptions, i, = A, for

(44) is reduced exactly to the expression in (43). all %, (48) yields simple relations between the parameters of
interest as

The quantity2 _ is the variance of the receiver noise compone
at the pulse train integrator output. The paramefeis defined
in (79) of Appendix VI.

When only the desired transmitter is on the aiy, = 1, and
the single-user output SNR is

MR- SNRL

mod out

_ 10-(aP/10)
2 (V) {1 10 }

SNRout (Nu) =

V. PERFORMANCEMEASURES OFMULTIPLE-ACCESSSYSTEMS ~ Rumod(AP) = MTSNRZL (V) {1 - 10_(AP/10)}
A. Analog/Digital Comparisons x {N, —1}7* (49)

The similarity of the structure fNR,,,.+(V,) for analog and
digital receivers given in (32) and (44) suggests a generalized Noa(AP) = LM‘ISNR;}t(Nu) {1_10_@1»/10)” 41
expression of the form

(50)

N, 2y 7t
SNRout (V) = < SNRZL(1) + MZ <ﬂ) . (45) pot_h monotonically increasing fungtior_ls afR. The ultimate _
— \A limits to multiple-access communication with impulse radio
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multiple-access receivers occur whA is increased without
bound, i.e.,

Rmod(AP) S hln Rmod(AP)

TABLE

NUMERICAL EXAMPLE OF IMPULSE RADIO
BASIC OPERATING PARAMETERS

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 48, NO. 4, APRIL 2000

_ M ISNR ( ){N 3 1}_1 Name Notation | Typical Values
outit v Impulse Width Parameter Tm 0.2877 ns
: Rinax (51) Impulse Width T ~ 0.7 ns
Impulse Repetition Frequency Tf_1 10 MHz
NU(AP) < lim NU(AP) Frame Time T: 100 ns
AP—oo Transmission Rate R 19.2 Kbps
= LM 1Sl\IRout(]VU)J +1 = Niax- (52) Symbol Time T.=R;! 52.083 us
Hence, for a specified level of performance as embodied in  Number of Impulses per Symbol | T.T7* 520.83

SNRout(Ny), there are upper bounds on the modulation rate

(for a given number of users) and the number of users (for a

given modulation rate) that cannot be exceeded by the impulse

radio multiple-access receivers. Similar results for DS-CDMA ~ SAMPLE PERFORMA
system can be found in [21].

TABLE 1l
NCE PARAMETERS FORANALOG AND DIGITAL
RADIO IMPLEMENTATIONS

Parameter AIRMA DIRMA
VI. PERFORMANCECOMPARISONS ANDCONCLUSIONS Modulation Format FSK on subcarrier BPPM
The performance of the impulse radio multiple-access re R(0) = 40.9488
ceiver will be evaluated for the analog receiver in which the dat K =002 6 =0.156 ns
signal is binary frequency-shift keyed (FSK) modulation on &Medulation Parameters %(ﬁ(O)K)2=0-524 mj, = 0.0305
subcarrier that is subsequently detected to produce a receiv 02, =0.005808 | 02 = 0.006045
bit stream, and for the fully digital receiver with pulse-position (R( K _ casazo| ™ m 504
modulation (PPM) (as described in Section IV). The basic pa_ 20k
rameters used to provide numerical results are shown in Table /! 888 x 10° 5.04 x 10°
In the AIRMA example M~ for Ry = 19.2 Kbps 4.63 x 10 2.63 x 10°
at BER = 1073 4846 27488
d®(u,t) = K Z [T.1(t — nT}) Mo for R, = 19.2 Kbps | at BER = 10~ 3353 19017
at BER = 107° 2544 14426
x cos[2m(fo + Afn(u))t +6(w)] (53) at BER = 10~ 1.6 Mbps 9.1 Mbps
where the rectangle function is defined by (13). The scaling  Rumax for 49 users | at BER = 10~* 1.09 Mbps 6.29 Mbps
constantk is chosen such that the linear approximation in at BER = 10-° 0.842 Mbps 4.77 Mbps
(11) is reasonable. The random varialsl@:) is uniformly
distributed on the intervgdl-r, 7). In the case of binary FSK,
the subcarrier frequency. is shifted by Af, (u) fo or 30000 BER — 16°
Afn(u) = f1 depending upon whether theth data symbol is =
zero or one, respectively. The frequencies for FSK signaling
are chosen to insure orthogonal signaling, and performanc
evaluation of the data detection process is based on stande 4
results [15]-[17]. The quantityy,ca:(0), the mean-squared § 200007 BER = 10
value ofR,l,,(d§1)(u)), is given by (81) of Appendix VII. Z
In DIRMA receivers, the PPM modulation parameter g BER = 14°
which affects the shape of the template signé), appears &
only in m,, ando? implicitly and can be adjusted to maximize %
SNRout(Ny) under various conditions [14]. We have chosen*‘ 10000 DIRMA
the value ofé that is optimum when receiver noise dominates ATRMA
the multiple-access noise, e.g., when there is only one user ,\/ BER = 16°
when there is a strong external interferer. In this case, it follow: 1 RER 10
from (43) that the optimum choice of modulation parametel \/' BER — 10°
is the one that maximizejgn,|. On the other hand, when the o3 i : : —
0 10 20 30 40

receiver noise is negligible artiNR.,,; (1) is nearly infinite, the
optimum choice ob suggested by (44) would be the one that
maximizes|m,,|/o.. The optimizing values of for these two
criteria are close in value and provide comparable performance
Sample performance parameters for analog and digital raqjdﬁ

Additional Required Power (dB)

implementations are summarized in Table Il. The number pérformance levels with the data rate of 19.2 kbl/s.

6. Total number of users versus additional required power (decibels)
AIRMA and DIRMA receivers. This figure is plotted for three different
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users versus additional required power for AIRMA and DIRMAAssume for analytical convenience that the time interval over
receivers in an ideal additive white Gaussian noise (AWGNyhich the monocycle can be time-hopped is less than half a
power-controlled channel are plotted in Fig. 6 for typical bittrame time so that
error rates. It i; glear that the DIRMA receiver, which has been NoTo < T:/2 — 2T, (57)
optimized for digital transmission, outperforms the AIRMA re- ‘ ‘
ceiver, which is given the task of transporting a subcarrier withhis implies that| [Cg('l) - Cgé)(u)]Tc + d]("f)(u) + ay(u)| <
binary digital modulation. This follows from the fact that in thelt — 7w, and (54) becomes
digital receiver each transmitted monocycle provides maximurpk) > o .
discrimination between the two digital hypotheses that the r&r (v) = > Ru | [i — 4’ + ix(w)]T:
ceiver must test, while in the analog design, the constraint of J'==o0
maintaining linearity in the receiver reduces the effectiveness
of the digital subcarrier detector. This comparison emphasizes n _ ® (k)
the fact that the AIRMA design is meant for truly analog data + [Cj ik (u)} Tetdy(w) + al’k(u)) (58)
waveforms. magnitu(YE:<T;7Tm

Aside from these differences, it is interesting to note th§inceRw(r) is nonzero only fotr| < T, (58) is zero unless
large numbers of users both of these systems can support in ., + j1(u) = 0. Therefore
an ideal power-controlled AWGN environment. These predic- STk '
tions are simply a result of the bandwidth that this signalinggk)(u) =R, ([c](»l) - c,(.’_fjl k(u)(u)} T.
technology occupies in an ideal power-controlled aggregate ’ *)
AWGN channel. + 4 (W + Oél,k(u)) - (59)
On the other hand, if (57) is not satisfied, then the representa-
tion of sj(»k)(u) above may contain more than one term, with the
actual values depending on the involved random variables.

APPENDIX |
CORRELATOROUTPUT EVALUATION

APPENDIX Il

By substituting the expressiost.. b= T in place ‘
y 9 P ol (u 7(w)) in p EVALUATION OF THE MOMENTS 0F3§k)(u)

of r(w,t) in (4), the random signal variabLeEk)(u) can be
rewritten as a function of the TH sequences and the monocycleSince the intraframe delay variabtg x(u) is a round-off

cross correlatior,, (1) as error of a large random variablg — 7 (u) [see (55)], it is
- reasonable to assume that; («) is uniformly distributed over
k > . 1 k its range. Therefore, the probability densitycaf; («) for k =
35 )(u) _ Z Ry, ([J —j/]Tf—i- |:c§ ) cg/)(u)} T. 53 g N is p y yCQ,k( )
j’:—oo ) ? u
: it ~T1/2 < 2 < 17/2
k _ ’ f =~ r
+dP@ I -n@]) G4 Pe() = {Of otherwise (60)

whereR,,(r) was defined in (7). Sinc&,, < Tt, only one term The first moment Ofsg('k)(u) for each ofk = 2,3,---, Ny is

from the sum in (54) can be nonzero. There are two large tiiglculated in two steps by first computing the conditional ex-
uncertainties in the argument &, (-) in (54), namely the trans- Pectation over, ;. («), given the sequence variables and sam-
mission reference times andry(u) (see Fig. 7). Since thesePled-data variable, and theq averaging over the sequence vari-
are related to the times when the radios begin transmissiorfffes and sampled-data variable. By direct substitution of (59),
asynchronous operation, the uncertainty concerning their dffiS €asy to verify via the change of variable technique that the
ference may spamanyframe timesZ;. This difference can be conditional expectation over, x(u) is

modeled as E {s(»k)(u)}
I
71— () = ju k(W) Tt + o x(u), - /+Tr/2+ [Cﬁ-”—%’l}h,k(“)(ru)} D))
—T3/2 < o p(u) < Ty/2. (55 = . ,
£/ 1,x(w) £/ (55) —T[/2+|:cg_ >_c§_’;r>j11k(“>(u)}Tc+d§_’jgj11k(“>(u)
Here, ji 1 (u) is the value of the time uncertainty — 7, (u) Ry (¢ dc. (61)

rounded to the nearest frame time, andy(«) is the error in .
this rounding process. The argumentidf(-) can be rewritten Recallthatiz, (r) 7 0 only for|r| < T, Furthermore, the con-

using (55) as straint (57) onV,7.. guarantees that the interval thie,(v)
is nonzero is contained fully within the region of integration, re-
[ —3" + ()] T gardless of the sequence element values and sample data value.
magnitude< N, T magnitude<Ti  pognitude<Ti/2 E_Because of prppagation ef_'fecﬁ,w(t) generally is t.he deﬁva—
a E) ~ $ o tive of a function that beglns_ gnd ends at zero, implying that
+ [cj — ¢y (U)} T+ dy’(w) +  oax(uw) . [T R,(r)dr = 0, the conditional expectation over ;(u)
~ ~ in (61) is zero, and therefore

magnitude<T¢/2+ N, To+Ty, k
(56) JE{S§. )(u)} —0, fork=23---,No (62
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User k timing
Lt f o iieiafsiaisiei T |oiiof {15} =J'
<—Tk(u)—>l
N Tl(u) »|
User 1 timing rl
| i bg Pl il | oDalaiol 1ol slaislel =

IR

Fig. 7. Timing diagram, illustrating epochs and indexes for the signals received from user 1 akdwiskerN, = 5 (for this illustration only). The indexing
begins from the zero reference time of the each users.

The second moment @f’“)(u) foreach oft = 2,3,--- | N, The mean-squared value of each of these random processes
is calculated similarly and averaging oves ;(u) again is 2%*)(u, ) is a straight-forward evaluation which is annotated as
enough to complete the calculation of the second momentfoflows:

s,(»k)(u). It can be shown that the conditional expectation of

J [e9)
k . a . 2
|8§ )(u)|2 overalyk(u) IS <]E{|zk(u, t)|2}> (:) (TfAk)2 Z ]E{ Sgk)(u)‘ }
E (k) 2 / o . 2
@ SJ (U,) X <|gsubcar(t - 71} - 7)| >
e /+Tf/2+ [cglbcg’;@lvk(u)(u)} Totd®) @) Y (4202, > %f
=15 j=—00

(1) _ (k) . (k) .
—Tr/2+ [cjl 7cj+j1,k(u>(u):| Totdyy) o™ T; )
X |Gsunrcar (t — 5Tt — v — ¢)|* d
/0 subcar

: ‘ Ru(¢)| dc. (63) "
The domain of the above integral can be extended to cover the © TfAzO'sQeH/ |Geutrcar (V)17
whole real line, and the conditional expectation|sa§1‘“)(u)|2 @ oo
over a; x(u) does not depend on the sequence variables and = TfAiafelf/ |G e (PP df
sampled-data variable. Therefore, using (7) e
© 2BT02 A7 (67)

a

2 2
too ) Here,(a) is the result of substituting the representation (16) of
— f—l/ ‘Rw(f)‘ dr (64) 2*)(u,t) and uses the fact that the variables{i}"/ ()} are

o0 ) uncorrelated with zero meatb) substitutes the self interference
[ i notation and the definition of the time average given in (24),
I / U Wree(t + T)we(?) dt} dr (¢) converts the infinite collection of contiguous finite-domain
integrals into a single integral¢) uses Parseval’s theorem for
Fourier transforms, an:) substitutes (26) and completes the

The quantityE{|s§k)(u)|2} enters into the self-interferencelntegration. _
terms in the signal-to-noise calculations and has been named/Sing the fact that the variables {m;(u)} are uncorrelated

ade o) ade o)

= ol (65)

o2 with zero mean, the mean-squared value of the receiver noise
o zec(u, t) can be calculated similarly to the calculation of (67)
as

APPENDIX Il
EVALUATION OF THE MOMENTS OF THEDEMODULATOR
INPUT NOISE <]E {|Zrec(u7 t)|2}> = 2BT;o2. (68)

The total noise at the demodulator input is composed of

. . : Since theN,, components ofy,.is.(u,t) are all mean-zero
N |ndependehtly generated 'c'omponent(% and is defined g|¥d independently generated, the total noise power into the sub-
(15). Now that it has been verified thit{s;"’(u)} = 0 and

E{n;(u)} = 0, it follows immediately that carrier demodulator can now be reduced to

(k) - —2.3... okl
]E{Z (U/, t)} —0, k= 2,3, ,Nu <]E{|Zn0ise(uat)|2}> —_ 2BTfar21+2BTf052eleAi' (69)
E{zec(u,t)} =0. (66) 2
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APPENDIX IV By the change of variables of integration and using the fact
EVALUATION OF THE CONSTANT that the support of(-) is contained in the region of integration,

ity (k
By the change of variables technique, the quantity in (39) cgﬁe quantity®)(u) can be reduced to
be rewritten as

N,—1 .—CE-UTC-I—T[ N,—1 (k) Z / [ Wrec (a: — Tk(u) + 7+ JTf
= Z / (1) Al Z Wrec (‘T + (1 - L)ﬂ 1=—00
j=0 "¢ Te i=0 ‘
49 - 4Pt o)
+ [Cg('l) - Cgl)} T, — 5) v(z)dz. (70)
x v(z) d. (75)

But the support ofu,ec(x + (j — i)1; + [c} @ _ DT, - 6) Using steps similar to (55)—(57) of Appendix |, the relative

and the support of () overlap only ifi = J Thereforeyn =  time shifts appearing in the argumentaf..(-) andv(-) can be

N.A;m,, where bounded to show that only one term in the sum @we(75) with
indexi = j 4 4, 1(u) is nonzero. Therefore,*) (v) simplifies

A [ to (76), shown at the bottom of the page.
my, = / Wree(x — 8)v(x) do. (71)
o APPENDIX VI
EVALUATION OF THE MOMENTS OF () (v/)
APPENDIX V Similar to the calculation of the first moment @j‘k)(u) n
EVALUATION OF nq(w) Appendix 11, it can be shown thdt{n;;(x)} = 0. Therefore,
Substitution of (34) fom,. into (38) gives the first moment ofe®) (w) is
Nu N;—1
ZAWW )+ e (1) (72) ]E{ () } Z E {ni;(u)} =0, fork=23,-- N,.
(77)
wheren®)(v) is the component of(u) caused by multiple-
access noise from thigh transmitter, i.e., The second moment af*) () is
) N, T14+(G+1)T; * 9 .—1 N,
) (u) = ) (u,t — 73, (k) .
) = 3 | =) B { 0w} - z z I {n, () ()}
v (t -7 — 3T — cj(»l)TC> dt (73) Na—1 "
k= 2,---, Ny, andn.(u) is the component of () that is
caused by receiver noise and other sources of non-monocycle + Z]E{”M ”’w u)}. (78)
interference, i.e., 7 s,
N 71 . . . ..
Trec(1) = / Hron n(u,t) The first term in the above equation can be calculated similar to
=0 I+ ’ the calculation oiE{|s(’“)( )2} in (65) in Appendix Il as

v (t - T — c§l>TC) dt. (74) )

]E{|nki(u)|2}:Tfl/_o:o Uoo ool — $)v(z) dz| ds

It is assumed that mean and variance:nf.(u) are given by 0 A -
ando2,, respectively. =2 (79)
N,—1 0o
1 k k
n®)(y Z x /mw z + ay g (u) + [ RPN )} =6 oy (1 )) v(z) dw . (76)
Jj= ~

-~

)
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