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ABSTRACT | Network localization and navigation (NLN) is a

promising paradigm, in which mobile nodes exploit spatiotem-

poral cooperation, to provide reliable location information for

a diverse range of wireless applications. This paper presents

a theoretical foundation of NLN, including a mathematical for-

mulation for NLN, an introduction of equivalent Fisher informa-

tion analysis, and determination of the fundamental limits of

localization accuracy. Key ingredients such as spatiotemporal

cooperation, array signal processing, and map exploitation are

then studied. We also develop a geometric interpretation to

provide insights into the essence of NLN for network design.

Finally, the paper highlights the connection between the theo-

retical foundation and algorithm development for NLN, guiding

the design and operation of practical localization systems.

KEYWORDS | Equivalent Fisher information; localization; navi-

gation; spatiotemporal cooperation; wireless network

I. I N T R O D U C T I O N

Location awareness is essential for a wide variety of
modern civil and military applications [1]–[9], such
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as location-based services [10]–[12], rescue operations
[13]–[15], autonomous vehicles [16]–[18], Internet-
of-Things [19]–[21], health monitoring [22]–[24], and
crowdsensing [25]–[27]. In outdoor environments,
numerous location-based applications benefit from the
meter-level positioning capability of the prominent
global navigation satellite system (GNSS) technology
[29]–[35]. Unfortunately, due to the weak signals
from the satellites, such positioning capability becomes
unreliable or even completely inaccessible in harsh
propagation environments (e.g., in buildings, urban
canyons, and underground) [1]–[4]. Moreover, emerging
applications such as autonomous vehicles may require
a higher positioning accuracy than the current GNSS
technology. To address the urgent need for high-accuracy
location awareness, there have been tremendous research
interests and efforts from both academia and industry in
recent years [36]–[53].

Localizing mobile nodes with unknown positions (called
agents) can be accomplished by utilizing two types of
measurements, namely, inter-node and intra-node mea-
surements, together with prior knowledge [54]–[58] Inter-
node measurements refer to those between nodes in
a network through radio-frequency (RF) transmission
[59]–[63], vision sensing [64]–[66], Lidar [67]–[69],
and ultrasound [70]–[72]. Typical examples of RF trans-
mission include the relative distance, angle, or vicinity
between two nodes measured by Wi-Fi, RF identifica-
tion (RFID), ultrawideband (UWB), and frequency mod-
ulation (FM) radios. With the aid of a few nodes that
have perfectly known positions (called anchors), inter-
node measurements to these anchors can be used to
estimate the agent position through multilateration or
triangulation [73]–[75]. Comparatively, intra-node mea-
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surements refer to those with respect to an agent itself,
which do not involve interaction with other nodes. Typical
examples include angular velocities and accelerations of
a node obtained by inertial measurement units (IMUs)
[76]–[81], or feature points in images captured by vision
sensors [82]–[85]. Inertial measurements can be used to
reconstruct the agent’s trajectory, while the feature points
in multiple images can be used to estimate the agent
movement [81]–[83]. In addition, prior knowledge about
the agent positions is another source of information that
benefits localization systems. For example, harnessing map
information can effectively improve the localization perfor-
mance in both theory and practice [86]–[90].

Commonly used signal metrics for RF-based range
measurements include time-of-arrival (TOA) [91]–[97],
timedifference- of-arrival (TDOA) [98]–[100], and
received signal strength (RSS) [101]–[104].1 Time-
based metrics, such as TOA and TDOA, are obtained
by measuring the signal propagation time between
nodes, and RSS can be obtained by a low-cost energy
accumulator. These metrics can be used to estimate
inter-node distances together with the propagation speed
or the channel fading model. Commonly used signal
metrics for RF-based angle measurements include the
direction-of-arrival (DOA) and the angle-of-arrival (AOA)
[109]–[118]. Such metrics can be obtained by the carrier-
phase difference of the signals received at an array of
antennas, or directly using angular antennas [119]–[121].
With sufficient transmission power, signal bandwidth, or
array aperture, these techniques can potentially achieve
submeter localization accuracy [4]–[6].

The aforementioned GNSS can be considered as an
RF-based localization technology, which estimates the posi-
tion of a mobile user based on the TDOAs of the signals
transmitted from several satellites [28]–[30]. In GNSS-
challenged environments, terrestrial wireless networks are
employed as a principal complement for providing posi-
tioning capability [1]–[4], where each agent is usually
localized using the range and angle measurements to the
base stations with known positions.

In contrast to conventional localization techniques, the
network localization and navigation (NLN) paradigm pro-
posed in [1] advocates that agents jointly infer their
states (e.g., position, velocity, acceleration, etc.) by coop-
erative techniques in both spatial and temporal domains
(see Fig. 1 for the general concept). In the spatial
domain, each agent obtains information about its state
relative to other nodes’ states by inter-node measurements
(e.g., ranges). Spatial cooperation between agents involves
exploiting the internode measurements of agent-agent
pairs in addition to those of agent-anchor pairs, as well
as sharing location information between agents for local-
ization. Such cooperation has been shown to remarkably

1As a side note, RSS can also be used as a fingerprint to match
the entries in the database for localization with the aid of training
[105]–[108]. However, the fingerprint-based techniques require extensive
training for satisfactory localization performance.

Fig. 1. An example of NLN: a network with three agents (blue

circles) moving along the dashed trajectories. The empty ones

denote those at time instant t� and the solid ones at time instant t�.

Intra-node measurements and inter-node measurements are

denoted by green and red arrows, respectively.

improve the localization performance, especially when the
anchors cannot provide highquality measurements to the
agents [54]–[58], [122]–[126]. To unleash the potential
of spatial cooperation, there is a rich literature on the
theory and algorithms in recent years [127]–[136]. In the
temporal domain, each agent obtains information about its
state relative to those in previous instants by intra-node
measurements (e.g., accelerations). Those measurements
provide the information about the state evolution over
different instants and can significantly benefit localization
through a filtering process [77]–[81].

Joint spatial and temporal cooperation of NLN can
yield dramatic localization performance improvement over
conventional approaches since additional information is
exploited through cooperation with other nodes and other
instants [54]–[56]. In particular, measurements among
agents through cooperation contribute to the entire net-
work from the inference point of view. However, joint spa-
tial and temporal cooperation incurs associated costs such
as additional communication and more complicated algo-
rithms over the network: 1) the communication among
nodes is required for inter-node measurements and infor-
mation exchange; and 2) interdependency among the
estimates of the agent positions hinders effective distrib-
uted inference algorithms [137]–[139]. Thus, to provide
performance benchmarks and to guide efficient network
design and operation, it is important to understand the
fundamental limits of localization accuracy in NLN as well
as the corresponding approaches to achieve such accuracy.2

For this purpose, the information inequality can be applied
to determine a lower bound for the estimation errors,
which is known as the Cramér-Rao lower bound (CRLB),
through the inverse of the Fisher information matrix (FIM)
[140]–[143]. The CRLB is desirable for analysis in various

2For example, in designing energy-efficient localization networks,
attainable localization accuracy is a meaningful performance objective.
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applications due to its amenable properties and asymp-
totical achievability in high signal-to-noise ratio (SNR)
regimes. In low SNR regimes, other bounds such as the Ziv-
Zakai bound (ZZB) and Weiss-Weistein bound (WWB) are
more suitable than the CRLB but with highly complicated
expressions [144]–[149].

To evaluate the localization performance in the pres-
ence of noise, CRLB-type performance bounds for certain
signal metrics, e.g., time delays or AOAs, are obtained
in [150]–[155]. Note that the property of the signal
metrics depends heavily on the signal processing proce-
dures, and the use of certain signal metrics may discard
relevant information for localization. Thus, in deriving
the fundamental limits of localization accuracy, it is nec-
essary to fully exploit the information contained in the
received waveforms rather than using specific signal met-
rics extracted from the waveforms [156]–[158]. Based on
the received wideband signals, the fundamental limits of
localization accuracy for a single agent are derived in [5],
and the results have been generalized to the multiple-
agent scenario with spatial cooperation in [54]. In addition
to spatial cooperation, temporal cooperation via intra-
node measurements is incorporated in the analysis for
the dynamic scenarios, where the information evolution is
characterized in both spatial and temporal domains [55].
Moreover, recent studies show that the TOA and AOA
information obtained from modulated signals by antenna
arrays can be characterized in a unified way, where the
baseband signal and the carrier signal play the role in the
range and angular measurements, respectively [159].

The position inference in NLN can benefit from
the availability of prior knowledge. Among others, the
map information has been exploited in localization
algorithms, which effectively improves the localization
accuracy [86]–[88]. For map information modeled as a
prior distribution, bounds such as the ZZB and WWB are
more suitable than the CRLB to capture the information
provided by the map. To this end, the impact of map
information for localization is studied using the ZZB and
WWB in [89] and [90]. The corresponding performance
bounds are tighter than the CRLB in the median to
low SNR regimes. These bounds give new insights into
the use of map information for localization and how
one should exploit such information in the localization
algorithm.

This paper provides a theoretical foundation for NLN in
which nodes exploit joint spatial and temporal cooperation
for position inference. We determine the performance lim-
its of a localization network employing spatial cooperation
via inter-node wireless measurements, temporal coopera-
tion via intra-node IMU measurements, as well as the prior
position knowledge via map information. The main body
of the paper consists of five components as follows.

• We present a general mathematical model for NLN
that exploits all the position-related information (e.g.,
distance and angle) from the inter-node and intran-
ode measurements in a unified way.

• We develop the equivalent Fisher information (EFI)
analysis to determine the fundamental limits of NLN
and show that the location information can be decom-
posed into basic building blocks, each associated with
a spatial or temporal measurement.

• We develop a geometric interpretation for the location
information using the notion of information ellipse,
by which the spatiotemporal evolution of the location
information is characterized.

• We quantify the use of map information as prior
knowledge for localization by the ZZB and WWB,
revealing the region of SNR where the map informa-
tion plays a critical role.

• We show how the theoretical foundation can
guide the system design via numerical examples,
through which the effects of system parameters,
spatiotemporal cooperation, and the map information
are quantified.

The remaining sections are organized as follows.
Section II presents the system model for NLN and the
methodology for EFI analysis. Section III derives the
fundamental limits for noncooperative localization net-
works, and Section IV extends the analysis to spatiotem-
poral cooperative cases. Section V presents the notion
of information ellipse to illustrate the behavior of the
location information. Section VI discusses the use of
map information in localization and introduces typical
localization algorithms. Section VII presents the guide-
lines obtained from the theoretical foundation to network
design by numerical examples. The last section draws the
conclusions.

Notations: Throughout this paper, variables, vectors,
and matrices are written as italic letters x, bold italic
letters x, and bold capital italic letters X , respectively.
Random variables, random vectors, and random matrices
are written as sans serif letter x, bold letters x, and bold
capital letters X, respectively. The 0m and 1m denote
vectors of length m with all 0’s and 1’s, respectively;
[A]ij is an element at the ith row and jth column of
matrix A. The notation A � B denotes that the matrix
A−B is positive semi-definite; tr{A},AT, |A|, and adj(A)

denote the trace, transpose, determinant, and adjugate
matrix of A, respectively; ‖x‖ denotes the Euclidean norm
of x; and S

n
++ and S

n
+ denote the set of n × n positive-

definite and positive-semidefinite matrices, respectively.
Define the unit vectors u(ϕ) := [ cosϕ sinϕ ]T. The
notation xk1:k2 is used for concatenating the set of vectors
{xk1 ,xk1+1, . . . ,xk2}, for {x(t1),x(t1+1), . . . ,x(t2)}, and
x

(t1:t2)
k1:k2

for {x(t1)
k1:k2

,x
(t1+1)
k1:k2

, . . . ,x
(t2)
k1:k2

} for k1 � k2, t1 �
t2. The notation N (μ,Σ) denotes a Gaussian distribution
with mean μ and covariance matrix Σ. We denote ⊗ the
Kronecker product andEN

i,j theN×N matrix with all zeros
except a 1 on the ith row and jth column.

The functions fx(x), fx(x; θ), fx|y(x|y) denote the prob-
ability density function (PDF) of x, the PDF of x para-
meterized by θ, and the conditional PDF of x given y,
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respectively. We also define the functions

j̄bm(z, a(θ1, θ2, θ3), θ1, θ2) : =
∂ ln fz(z; a(θ1, θ2, θ3))

∂θ1

·∂ ln fz(z; a(θ1, θ2, θ3))

∂θT
2

jbp(b(θ1, θ2), θ3, θ1, θ2): =
∂ lnfb(θ1,θ2)|θ3(b(θ1, θ2)|θ3)

∂θ1

·∂ lnfb(θ1,θ2)|θ3(b(θ1,θ2)|θ3)

∂θT
2

.

The notation Ex{·} is the expectation operator with respect
to the random vector x. The subscripts of f and E may be
omitted for brevity when clear from the context.

II. S Y S T E M M O D E L

This section first presents the network setting, the state
model, and the measurement models for NLN, and then
reviews the notion of the information inequality and the
technique of the EFI analysis.

A. Network Setting

Consider a wireless network consisting of Na agents and
Nb anchors. The sets of agents and anchors are denoted by
Na = {1, 2, . . . , Na} and Nb = {Na+1, Na+2, . . . , Na+Nb},
respectively. Both the measurements and inference are
performed at discrete time instants tn’s (n = 1, 2, . . . , N).
The state of node k at time tn is denoted by vector x(n)

k ,
which can include the agent position, velocity, accelera-
tion, orientation, and angular velocity.

The goal of NLN is to determine the states of agents
from inter-node and intra-node measurements as well as
map information, whenever available. We denote the set
of measurements made at time tn by z(n), which is the
concatenation of vectors z(n)

kj , k ∈ Na, j ∈ Na ∪ Nb. The
notations z(n)

kj for k �= j represent inter-node measure-
ments, while z(n)

kk represent the intra-node measurements
of agent k.

The parameter vector of the NLN problem includes
the agent states and nuisance parameters associated with
internode and intra-node measurements. We denote the
parameter vector at time tn by

θ(n) =
�
x

(n) T
1:Na

κ
(n) T
1:Na

�T
(1)

where the measurement parameter vector κ(n)
k is formed

by the concatenation of vectors κ(n)
kj , j ∈ Na∪Nb, in which

κ
(n)
kj (k �= j) is associated with the inter-node measure-

ments from node k to node j, and κ(n)
kk is associated with

the intra-node measurements of node k.
Note that although these measurement parameters such

as clock drifts and channel amplitudes are not of interest
for the NLN problem, they need to be considered since
their estimation errors affect the performance of position
inference. For example, the unknown clock drift will lead

to degraded intra-node velocity estimation or inter-node
TOA estimation.

B. State Models

This section describes the models for the states from
the non-Bayesian and Bayesian perspectives, i.e., modeling
the states as deterministic unknown parameters or random
parameters, respectively.

1) Non-Bayesian Model: The agent states and nuisance
parameters associated with the measurements are mod-
eled as deterministic unknown parameters, i.e., their prior
knowledge is not available. The state x(n)

k consists of the
position and orientation of the agent k at time tn, and
the measurements z(n) at time tn depend on the agent
positions and orientations at consecutive instants.3

Let θ = θ(1:N) and z = z(1:N). The likelihood function of
the measurements can be written as

f(z; θ) =
N�

n=1

f
�
z(n);x(n−n0:n),κ(n)� (2)

where x(n) consists of agent positions p(n)
k and orienta-

tions ω(n)
k , and the choice of n0 depends on the type

of measurements. For example, n0 is set to 2 when
the intra-node measurements z(n) is related to agent
accelerations.

Given the agent states and nuisance parameters, the
measurements made by different sensors are assumed to
be independent. Therefore, the measurement model in (2)
can be decomposed into inter-node and intra-node mea-
surements as

f(z; θ) =
N�

n=1

�
k∈Na

�
f
�
z

(n)
kk ;x

(n−n0:n)
k ,κ

(n)
kk

�� �	 

intra−node measurements

·
�

j∈Na∪Nb\{k}
f
�
z

(n)
kj ;x

(n−n0:n)
k ,x

(n−n0:n)
j ,κ

(n)
kj

�� �	 

inter−node measurements

�
.(3)

2) Bayesian Model: In contrast to the non-Bayesian
model, the agent states and nuisance parameters asso-
ciated with the measurements are modeled as random
variables. The dynamics of these random variables and the
measurements are usually described by a hidden Markov
model (HMM) [160]–[162], and the pdf of the measure-
ments z and parameters θ is then

f(z, θ) =
N�

n=1

f
�
θ(n)|θ(n−1)�� �	 


dynamic model

f
�
z(n)|θ(n)�� �	 


measurement model

(4)

3For example, acceleration and angular velocity measurements can
be represented by the positions and orientations of the agents at
consecutive instants, as will be shown in Section II-C.
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where θ(0) := ∅ is the empty set for notational conve-
nience.

Similar to the non-Bayesian model, given the agent
states and nuisance parameters, the measurements made
by different sensors are assumed to be independent,
and thus the measurement model can be further
decomposed as

f
�
z(n)|θ(n)

�
=

�
k∈Na

�
f
�
z

(n)
kk

��x(n)
k ,κ

(n)
kk

�� �	 

intra−node measurements

·
�

j∈Na∪Nb\{k}
f
�
z

(n)
kj

��x(n)
k ,x

(n)
j ,κ

(n)
kj

�� �	 

inter−node measurements

�
(5)

where x(n)
k may include the agent positions, velocities,

accelerations, orientations, and angular velocities, depend-
ing on the type of measurements.

Remark 1: In the non-Bayesian model, no prior knowl-
edge about the dynamic evolution of the states is assumed,
whereas in the Bayesian model, the dynamics of the states
are modeled by an HMM via f(θ(n)|θ(n−1)). Moreover, in
the non-Bayesian model (3), the states consist of only the
node positions and orientations, and the measurements
for quantities such as velocities and accelerations can be
modeled by a function of the states at consecutive instants,
whereas in the Bayesian model (4), the states directly
include all the fundamental physical quantities related to
dynamics.

While we focus on the non-Bayesian models in this
paper, most results are applicable to the Bayesian mod-
els with some modifications. For several key conclusions,
remarks will be included for the Bayesian models.

C. Measurement Models

We next provide the mathematical models for general
inter-node and intra-node measurements based on the
non- Bayesian models of the states, i.e., the state only
consists of the positions and orientations.

1) Inter-node Measurements: The inter-node measure-
ments, denoted by z(n)

kj , are performed by node k with
respect to node j. Examples of such measurements include
those obtained from the RF or acoustic signals transmitted
from node j and received by node k, or the image of node
j captured by node k’s vision sensor. In general, inter-node
measurements depend only on the difference between the
states of the two nodes. We next detail the relative position
and velocity measurements.4

• Relative position: Node relative positions can be mea-
sured by, for example, RF or acoustic signals. Thus, by
choosing n0 = 0, the measurement for node relative

4To the best of the authors’ knowledge, there are no sensors yet
that can directly measure the relative acceleration, relative orientation,
or relative angular velocity.

positions can be described as

z
(n)
kj = g0

�
p(n)

k − p(n)
j ,κ

(n)
kj

�
+ w

(n)
kj (6)

where g0(·) denotes a function of node relative posi-
tions, and w(n)

kj represents the random measurement
noise. The likelihood of the position measurement
in (3) can then be written as

f
�
z

(n)
kj ;x

(n)
k ,x

(n)
j ,κ

(n)
kj

�
=f

w
(n)
kj

�
z

(n)
kj −g0

�
p(n)

k −p(n)
j ,κ

(n)
kj

�
; p(n)

k ,p(n)
j ,κ

(n)
kj

�
. (7)

• Relative velocity: Node relative velocities can be mea-
sured by, for example, RF or acoustic signals via the
Doppler shifts. Since the velocity can be modeled
as the first-order difference of node positions, by
choosing n0 = 1, the measurement for node relative
velocities can be described as5

z(n)
kj =g1

�
p(n)

k −p(n−1)
k −p(n)

j +p(n−1)
j ,κ

(n)
kj

�
+w(n)

kj (8)

where g1(·) denotes a function of node relative
velocities. Then, the likelihood of the relative
velocity measurement can be written similarly
as (7).

2) Intra-node Measurements: The intra-node measure-
ments, denoted by z

(n)
kk , are performed by node k itself.

Examples of such measurements include those from
IMU and vision sensors. Note that the measurements
related to velocities and accelerations can be modeled
as a function of the agent positions and orientations
at consecutive instants. Thus, the likelihood function
f(z

(n)
kk ;x

(n−n0:n)
k ,κ

(n)
kk ) in (3) for different types of intra-

node measurements corresponds to different values of n0.
We exemplify the likelihood function for several typical
measurements in the following.

• Position: Node positions can be measured directly
by, for example, a vision or Lidar sensor through a
known local reference. Thus, by choosing n0 = 0, the
measurement for node positions can be described as

z(n)
kk = h0

�
p(n)

k ,κ
(n)
kk

�
+ w(n)

k (9)

where h0(·) denotes a function of node positions,
and w(n)

k represents the random measurement noise.
Then, the likelihood of the position measurement can
be written in a similar way as (7).

• Velocity: Node velocities are usually obtained by
Doppler measurements and can be modeled as the
first-order difference of node positions. Thus, by

5We reuse the notation w
(n)
kj as in (6) for the relative velocity mea-

surement noise, with the understanding that it corresponds to different
measurements.
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choosing n0 = 1, the measurement for node velocities
can be described as

z
(n)
kk = h1

�
p(n)

k − p(n−1)
k ,κ

(n)
kk

�
+ w

(n)
k (10)

where h1(·) denotes a function of node velocities.
• Acceleration: Node accelerations are usually

measured by an IMU and can be modeled as
the secondorder difference of node positions.6 Thus,
by choosing n0 = 2, the measurement of node
accelerations can be described as

z(n)
kk = h2

�
p(n)

k − 2 p(n−1)
k + p(n−2)

k ,κ
(n)
kk

�
+ w(n)

k (11)

where h2(·) denotes a function of node accelerations.
• Orientation: Analogous to node positions, node orien-

tations can be measured by a magnetometer, a vision
sensor, or Lidar through a known local reference. The
measurement for node orientations can be described
similarly as (9) with p(n)

k replaced by ω(n)
k and corre-

sponding function h0(·).
• Angular velocity: Analogous to node velocities, angu-

lar velocities are usually measured by a gyroscope
and can be modeled as the first-order difference of
node orientations. The measurement for node angular
velocities can be described similarly as (10) with p(n)

k

replaced by ω(n)
k and corresponding function h1(·).7

3) Special Case of Measurements: Sections II-C1 and
II-C2 have described general forms of inter-node and
intranode measurements. To provide more insights into
NLN, we next present the special case of the mea-
surements that are used for developing the theoretical
foundation.

We consider the inter-node measurements to be
obtained by means of exchanging RF signals between
the nodes in quasi-static scenarios.8 The wireless signal
transmitted from node j and received by node k over a
single-path propagation channel can be written as

z
(n)
kj (t) = α

(n)
kj s

�
t− τ

(n)
kj

�
+ w

(n)
kj (t), t ∈ [ 0, Tob) (12)

where s(t) is a known waveform (with Fourier transform
denoted by S(f)), α(n)

kj and τ
(n)
kj are the amplitude and

delay of the path, respectively, w(n)
kj (t) represents the obser-

vation noise modeled as additive white Gaussian processes
with two-sided power spectral density N0/2, and [ 0, Tob)

6For simplicity, we consider accelerations measured in the global
coordinates here, though the measurements by IMUs are in the local
coordinates.

7The relationship between the angular velocity and the orientation
need to be treated with care for 3-D cases [76].

8The signal metrics, such as TOA and AOA, can be used to
estimate the relative position between the nodes. With the advance of
wideband transmission and array signal processing technologies, one can
obtain accurate TOA and AOA measurements, which are essential for
highaccuracy localization.

is the observation interval. The relationship between τ (n)
kj

and the node positions is

τ
(n)
kj =

1

c

�� p(n)
k − p(n)

j

�� + b
(n)
kj

�
(13)

where c is the propagation speed of the signal, and b
(n)
kj

denotes the range bias. The bias b(n)
kj = 0 and b(n)

kj > 0 for
line-of-sight (LOS) and non-line-of-sight (NLOS) propaga-
tion, respectively [61].

Let z(n)
kj be the vector representation of signal z

(n)
kj (t)

obtained by the Karhunen-Loéve expansion [140], and
then the likelihood function of z(n)

kj , as a special case of (7),
can be written as [5]

f(z
(n)
kj ; p(n)

k ,p(n)
j ,κ

(n)
kj )

∝ exp

�
2

N0

� Tob

0

z
(n)
kj (t)α

(n)
kj s

�
t− τ

(n)
kj

�
dt

− 1

N0

� Tob

0

�
α

(n)
kj s

�
t− τ

(n)
kj

��2
dt

�
(14)

where the delay τ
(n)
kj is a function of p(n)

k and p(n)
j as

described in (13), and the path amplitude α
(n)
kj and the

NLOS bias b(n)
kj form the nuisance parameter vector κ(n)

kj .
Finally, we consider the simplest but nontrivial case

for intra-node measurements, i.e., velocity measurements
with additive Gaussian noises given by

z
(n)
kk = p(n)

k − p(n−1)
k + w

(n)
k (15)

where w(n)
k ∼ N (0, σ2

m I2) in which σm is a known con-
stant.

D. Information Inequality and EFI Analysis

To evaluate the performance of NLN, we first briefly
review the information inequality, which gives a lower
bound on the mean squared error (MSE) of estimators
[140]. Consider a general measurement model f(z; θ) for
the observation z and unknown deterministic parameter
vector θ. Let T (z) be any estimator of some function of
θ, denoted as g(θ). Under some regularity conditions, the
following information inequality holds

E

�
[T (z)−g(θ) ][T (z)−g(θ) ]T

�
� ∂ψ(θ)

∂θ
J−1

θ

∂ψ(θ)

∂θ

�T
(16)

where ψ(θ) = E
�
T (z)

�
and

Jθ = E
�
j̄bm(z, θ, θ, θ)

�
(17)

is the FIM about θ. In particular, if g(θ) = θ and T (z) is
an unbiased estimator, then ψ(θ) = θ and (16) reduces
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to [140]–[142]

E
�
[T (z) − θ ][T (z) − θ ]T

�
� J−1

θ . (18)

In practice, only a small part of θ may be of interest.
For example, let θ =

�
θT

1 θT
2

�T, where θ1 is a vector
of parameters of interest and θ2 is a vector of nuisance
parameters. Following (18), we have

E
�
[T 1(z) − θ1 ][T 1(z) − θ1 ]T

�
�
�
J−1

θ

�
θ1

(19)

where T 1(z) is an unbiased estimator of θ1 and [J−1
θ ]θ1

denotes the square submatrix of J−1
θ corresponding to θ1.

Evaluating J−1
θ may be complicated since θ can be a

vector of high dimensions, while only a relatively small
submatrix [J−1

θ ]θ1
is of interest. To obtain better insights,

we introduce the methodology of EFI analysis [5].

Definition 1 (EFIM): Given a parameter vector
θ = [ θT

1 θT
2 ]T and the FIM Jθ of the form

Jθ =

�
A B

BT C

�
(20)

where θ ∈ R
N , θ1 ∈ R

n, A ∈ R
n×n, B ∈ R

n×(N−n), and
C ∈ R

(N−n)×(N−n) with 1 ≤ n < N , the equivalent Fisher
information matrix (EFIM) for θ1 is given by

Je(θ1) := A −BC−1BT. (21)

Note that the EFIM Je(θ1) is the Schur complement of
the block C in the original FIM Jθ [163], and it retains
all the necessary information to derive the information
inequality for θ1. In other words, the EFIM can be of a
much lower dimension than the original FIM without loss
of information for the parameters of interest. In fact, one
can verify that the right-hand side of (19) is equal to the
EFIM for θ1, i.e.,

[J−1
θ ]θ1

= J−1
e (θ1). (22)

Therefore, in the context of NLN and the system
model (2), by letting θ1 = x, we can obtain the EFIM for
the state x with the corresponding information inequality
as

E
�
(x̂ − x)(x̂ − x)T� � J−1

e (x). (23)

Moreover, the EFIM can be further applied to derive the
information inequality for a certain subset of the states x,
such as the position of an agent at a given instant. This
leads to the following definition of the position error
bound.

Definition 2 (SPEB): The squared position error bound
(SPEB) for the position of agent k at time tn is defined as

P( p(n)
k ) := tr

��
J−1

e (x)
�

p(n)
k

�
(24)

where [J−1
e (x)]

p(n)
k

denotes the submatrix of J−1
e (x) cor-

responding to p(n)
k .

III. F U N D A M E N TA L L I M I T S O F
L O C A L I Z AT I O N A C C U R A C Y

For ease of exposition, in this paper, we will mainly con-
sider 2-D scenarios and assume that the inter-node mea-
surements to be wireless signals modeled by (12) and the
intra-node measurements only involve relative positions,
i.e., n0 = 1 in (3).9

In the simplified scenarios, the states are the agent
positions denoted by x = p(1:N)

1:Na
, and the inter-node and

intra-node measurements are the received wireless signals
z
(n)
kj (t) given by (12) and velocity measurements given

by (15), respectively. Thus, the parameter vector at time
tn given in (1) can be written as

θ(n) =
�

p(n) T
1:Na

κ
(n) T
1:Na

�T
(25)

where the nuisance parameters κ(n)
kk = ∅, and κ

(n)
kj =

[α
(n)
kj ∅ ]T and [α

(n)
kj b

(n)
kj ]T for LOS and NLOS signals,

respectively. In this section, we focus on the simplest case
in which the agents in a static network do not cooperate
with each other.10 This case essentially translates to the
scenario in which N = 1 and Na = 1. The set of
measurements only consists of those between agent 1 and
the anchors, i.e., {z1j}j∈Nb , and the parameters of interest
are agent 1’s position p1, where the superscript is omitted
for brevity as we consider only one instant.

A. Synchronous Networks

We first derive the EFIM Je ( p1) for agent 1’s position
when the agent and the anchors are all synchronized. The
derivation is outlined in the following two steps. First,
we show that the NLOS signals can be eliminated from
the original FIM without loss of information for agent 1’s
position, resulting in an intermediate EFIM with a reduced
dimension. Second, the channel parameters can be further
eliminated by applying the EFI analysis to obtain the EFIM
for agent 1’s position, i.e.,

Jθ = Je({ p1, {κ1j}j∈Nb})
	→ Je({p1, {κ1j}j∈Nb, LOS}) 	→ Je( p1)

9The framework can be easily extended to multipath, dynamic, or
3-D scenarios by augmenting the state and nuisance parameter vectors
to include additional parameters specific to each scenario.

10The cases of the spatiotemporal cooperation will be presented in
the next section.
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Fig. 2. A network with four anchors and one agent. Anchor 5 does

not provide any RI due to NLOS propagation, while each other

anchor provides agent 1 with the RI of intensity λ�j along the

direction from the anchor to agent 1. The purple ellipse denotes the

information ellipse (described in Section V) obtained by agent 1.

where Nb, LOS and Nb, NLOS denote the sets of anchors that
provide LOS and NLOS signals to agent 1, respectively.
The final EFIM Je( p1) is of a much lower dimension than
the original FIM but retains all the necessary information
for p1.

Before stating the theorem, we introduce the notion of
range information (RI) that constitutes the building blocks
of the location information in two-dimensional networks
as follows [5].

Definition 3 (Range Information): The RI is a 2 × 2

matrix of the form λJr(φ), where λ is a nonnegative
number called the range information intensity (RII), and
Jr(φ) is a 2 × 2 matrix called the ranging direction matrix
(RDM) with angle φ, given by

Jr(φ) :=

�
cos2 φ cosφ sinφ

cosφ sinφ sin2 φ

�
. (26)

Theorem 1 [5, Th. 1]: When the prior knowledge of the
channel and position parameters is not available, the EFIM
for agent 1’s position is given by

Je( p1) =
�

j∈Nb, LOS

λ1j Jr(φ1j) (27)

where λ1j is the RII from anchor j, given by

λ1j =
8π2β2

c2
SNR1j (28)

and φ1j is the angle from agent 1 to anchor j. In (28), β is
the effective bandwidth and SNR1j is the SNR of the signal,
given by

β :=

�� +∞
−∞ f2 |S(f)|2df� +∞
−∞ |S(f)|2df

�1/2

(29a)

SNR1j :=
|α1j |2

� +∞
−∞ |S(f)|2df
N0

. (29b)

Remark 2: The theorem and its extensions reveal impor-
tant insights into the essence of network localization,
showing how the NLOS condition, multipath propagation,
signal bandwidth, and network geometry affect the local-
ization accuracy (see Fig. 2).

• NLOS conditions: The NLOS signals do not contribute
to the EFIM for the agent position, i.e., RII λ1j = 0

for j ∈ Nb, NLOS, when there is no prior knowledge
about the NLOS biases. This is because the intern-
ode distance obtained from the delay of the NLOS
signals are corrupted by the unknown biases b1j .
Hence, the NLOS signals do not affect the information
inequality.11

• Multipath propagation: The EFIM (27) is also applica-
ble to multipath propagation scenarios in which the
received signal is modeled as

zkj(t) =

L�
l=1

αkj,l s
�
t− τkj,l

�
+wkj(t), t∈ [ 0, Tob)

(30)

where L is the number of multipath components
(MPCs), and αkj,l and τkj,l are the amplitude and
delay of the lth path, respectively. In such scenarios,
the RII (28) becomes [5]

λ1j =
8π2β2

c2
(1 − χ1j) SNR1j (31)

where χ1j ∈ [ 0, 1), referred to as the path-
overlapping coefficient, characterizes the degradation
of RII due to multipath propagation. With the same
SNR1j of the first path, the RII for the multipath
case (31) is smaller than that for the single-path case,
given by (28). The degradation is caused by MPCs
interfering the estimation of the arrival time of the
first path. The amount of degradation is determined
by the effective bandwidth of the signal s(t) and the
interpath delays of the MPCs in the first contiguous
cluster of the received signal.12 As a special case when
the first path is resolvable from the rest of the MPCs,
there is no degradation and the RII reduces to that in
single-path scenarios.

• Bandwidth: The RII λ1j is proportional to the
SNR and the squared effective bandwidth of the
transmitted signal s(t). That is, doubling the SNR can

11Nevertheless, NLOS signals can be useful in localization algo-
rithms, e.g., resolving the ambiguity of agent positions or facilitating
the search of agent positions.

12The first contiguous cluster [5, Def. 3], includes the MPCs
that cannot be completely resolved from the first path. The path-
overlapping coefficient depends on the interpath delays of the
MPCs in the first contiguous cluster and is independent of their
amplitudes.
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reduce the SPEB by half, while doubling the effective
bandwidth can reduce it by three quarters. Moreover,
in connection with the effect of multipath propaga-
tion, larger bandwidth also improves the resolvability
of the MPCs and reduces the degradation due to
multipath propagation. Hence, it is more desirable to
use ranging signals with a larger bandwidth for high-
accuracy localization.

• Network geometry: While the dimension of the orig-
inal FIM Jθ is large,13 the EFIM given by (27) is
a 2 × 2 matrix in a canonical form as a weighted sum
of the RDMs from individual anchors. Anchor j can
provide only 1-D RI along the direction φ1j with
intensity λ1j .

In the Bayesian case, when prior knowledge of the
channel parameters is available, the EFIM is also structured
as a weighted sum of RDMs from individual anchors,
given by14

�Je( p1) =
�

j∈Nb, LOS

�λ1j Jr(φ1j) +
�

j∈Nb, NLOS

�λ1j Jr(φ1j) (32)

where �λ1j is the RII that incorporates prior channel knowl-
edge. Note that the prior knowledge increases the RII of
both LOS and NLOS signals, i.e., �λ1j is always larger than
or equal to the expected value of λ1j in (28) over the
random channel parameters. Moreover, the RII of NLOS
signals can be strictly positive and contributes to the
localization accuracy in contrast to the case without prior
channel knowledge [5].

Furthermore, when prior knowledge of the agent
position is available, the position p1 can be modeled as
a random variable (RV) and the EFIM for p1 can be
written as15

J̄e(p1) = Ep1

��Je(p1)
�

+ Jp(p1) (33)

where the first term on the right-hand side (RHS) of (33)
is the expectation of (32) over p1, and the second term
corresponds to the information from prior knowledge,
given by

Jp(p1) = Ep1

�
jbp(p1,∅, p1, p1)

�
. (34)

This agrees with intuition that additional information from
the prior position knowledge increases the overall EFIM
and thus improves the localization performance.

13In multipath propagation scenarios with L MPCs, the dimension
of the original FIM is 2LNb + 2 by 2LNb + 2.

14In this case, the channel parameters are considered to be ran-
dom and hence the parameter vector θ(n) in (1) is called a hybrid
parameter vector. The corresponding information inequality (16) still
holds for hybrid parameter vector θ(n) under some regularity condi-
tions [144], [164].

15We denote the EFIMs with prior position knowledge by J̄e(p1)
and Jp(p1) for consistency, but they are no longer functions of p1.

The results of Theorem 1 provide the most pivotal
insights of network localization, which serve as a basis for
investigating more complex network scenarios and system
parameters.

B. Asynchronous Networks

Note that synchronization required for high-accuracy
NLN is on the order of nanoseconds, which is much more
strict than that for most data communication networks
(on the order of microseconds). In other words, most of
the current communication infrastructures are considered
to be asynchronous networks from the perspective of high-
accuracy NLN.16

We next consider the scenario in which the agent is
not synchronized with the anchors. This scenario can be
divided into two categories: 1) the anchors are synchro-
nized, e.g., fixed infrastructure synchronized via optical
fibers; and 2) the anchors are not synchronized with each
other.

In the first category, the agent can be localized via the
methods of TDOA, in which the clock offset of the agent is
canceled by the difference of TOAs from anchors. Denote
the clock offset of agent 1 by ν1, and then the path delay
in (13) can be written as

τ1j =
1

c

�� p1 − pj

�� + b1j

�
+ ν1, j ∈ Nb. (35)

The clock offset of agent 1 can be incorporated into the
parameter vector as

θ =
�

pT
1 ν1 κT

1

�T
. (36)

By applying the EFI analysis, the EFIM for agent 1’s
position and clock offset can be derived as

Je([ pT
1 ν1 ]T)=

�
j∈Nb,LOS

λ1j

�
Jr(φ1j) cu(φ1j)

cu(φ1j)
T c2

�
. (37)

Consequently, if we are only interested in the position
estimate, the EFIM for agent 1’s position can be further
simplified as

Je, B( p1) =
�

j∈Nb, LOS

λ1j Jr(φ1j) − 1�
j∈Nb, LOS

λ1j
uBuT

B

(38)

where uB =
�

j∈Nb, LOS
λ1j u(φ1j) depends on the RII from

each anchor as well as the network geometry.
Since uBuT

B is a positive-semidefinite matrix and λ1j ’s
are all positive for j ∈ Nb, LOS, comparing (38) to (27) in

16High-accuracy NLN usually refers to submeter localization accu-
racy, while a clock bias of microseconds can result in localization errors
on the order of hundreds of meters.
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Fig. 3. Antenna array localization with unknown initial carrier

phase. The location information can be decomposed into the RI and

direction information (DI), which are proportional to the squared

effective bandwidth of the baseband signal and the squared carrier

frequency, respectively.

Theorem 1 gives

Je, B( p1) � Je( p1) (39)

where the equality is achieved only when uB = 0. The
inequality (39) agrees with intuition that in general, the
localization accuracy will be degraded in the asynchronous
case due to the additional unknown clock offset involved
in the estimation problem.

As a byproduct, the EFIM (37) also characterizes the
synchronization performance of agent 1. By treating the
position as nuisance parameters, the EFIM for agent 1’s
clock offset can be derived as

Je(ν1) =
�

j∈Nb, LOS

c2λ1j−c2uT
B

� �
j∈Nb, LOS

λ1j Jr(φ1j)

 −1

uB.

(40)

Note that the first summation in (40) is the information
for synchronization when the agent position is precisely
known. However, due to the location uncertainty of the
agent, the synchronization performance will be degraded
as expected. Indeed, the EFIM (37) characterizes the per-
formance of joint localization and synchronization, which
are coupled in wireless networks.

We now consider the second category of asynchronous
networks, in which the anchors are not synchronized and
thus the above TDOA methods cannot be used for local-
ization. A feasible localization method for such a scenario
is through round-trip TOA ranging [151], in which the
distance between the agent and a nearby anchor is esti-
mated using the time difference of the round-trip signal
sent to and received from the anchor. For any LOS signals,
the delays of the round-trip signal received by the anchor
(on the anchor’s clock) and received by the agent (on the

agent’s clock) are given, respectively, by

τ1j =
1

c

�� p1 − pj

�� + νj , τj1 =
1

c

��pj − p1

��− νj (41)

where νj is the unknown clock offset between agent 1 and
anchor j. Then, by using the round-trip TOA τ1j + τj1,17

the clock offset can be canceled and the resulting EFIM for
the agent position via round-trip TOA can be derived as

Je, R( p1) =
�

j∈Nb, LOS

4λ1jλj1

λ1j + λj1
Jr(φ1j). (42)

Although the structure of the EFIM (42) retains as a
weighted sum of the RDMs, the effective RII is twice the
harmonic mean of λ1j and λj1, which is different from
both the synchronized case and the first category of the
asynchronous case. The reason for this phenomenon is that
the ranging accuracy of the round-trip TOA depends on
the delay estimation accuracy in both directions and such
accuracy is limited by the worse one.

Therefore, in highly asymmetric networks such as cel-
lular networks where the power levels of signals sent by
anchors are much higher than those of the agents, the RII
λ1j � λj1 and thus the ranging accuracy through round-
trip TOA is limited by the capability of the agents. In those
cases, the EFIM in (42) can be approximated as

Je, R( p1) ≈
�

j∈Nb, LOS

4λj1Jr(φ1j) (43)

where only the RII λj1 of the signal sent by agent 1 to
anchor j is involved, and the factor of four is due to the
averaging of the TOA estimates in the two directions.

C. Antenna Array Localization

So far we have focused on the simple case in which
each agent is equipped with a single antenna. With the
advance in multiantenna technologies, base stations and
mobile devices are now widely equipped with multiple
antennas for high-throughput communications. Such tech-
nologies developed primarily for communications can also
be leveraged for high-accuracy localization.

Consider agent 1 equipped with an array of Nt antennas
with the index set Nt. The center position of the agent is
denoted by p1, while the position of the lth antenna is
denoted by q1,l ∈ R

2 for l ∈ Nt. Due to the rigidity of
the array, the position of each antenna can be written as a
function of the center position p1 and the orientation ω1 as
(see Fig. 3)

q1,l = p1 + Δ1,l u(ω1 + ψ1,l) (44)

17In practice, the processing time at the responder can be measured
and subtracted from the total round-trip TOA at the requester for distance
estimation.
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where Δ1,l denotes the distance between the lth antenna
and the agent center, and ψ1,l denotes the relative direction
of the lth antenna in the agent (see Fig. 3). We consider
scenarios in which the distances between anchors and
the agent are sufficiently larger than the array dimension
such that the far-field condition applies and the chan-
nel amplitudes from an anchor to all the antennas of
the agent are the same. Moreover, the phase differences
between received signals in adjacent antennas are assumed
to be less than 2π such that there is no periodic phase
ambiguity.

Consider the transmitted signal from anchor j with a
baseband signal s0(t) modulated by the carrier frequency
fc, given by

sj(t) = s0(t) exp(ı2πfct+ ςj) (45)

where ı =
√−1 and ςj is the unknown initial carrier phase,

which can be considered as a parameter. We assume s0(t)
to be a bandlimited real signal such that its spectrum is
symmetric to the origin for the ease of expressions. It can
be shown that

β2 = β2
0 + f2

c (46)

where β is given in (29a) and β0 is the effective bandwidth
of the baseband signal given by

β0 :=

�� +∞
−∞ f2 |S0(f)|2df� +∞
−∞ |S0(f)|2df

�1/2

. (47)

Thus, the squared effective bandwidth of sj(t) is the
sum of its baseband counterpart and the squared carrier
frequency. As will be shown shortly, the two parts of the
squared effective bandwidth are related to the TOA and
AOA information, respectively.

Based on the array geometry in Fig. 3, the time delay of
the signals (12) from anchor j at antenna l of agent 1 can
be written as

τ1j,l = τ1j − 1

c
Δ1,l cos(φ1j − ω1 − ψ1,l + φ̃1j) (48)

where φ1j is the angle from anchor j to the center of
agent 1, and φ̃1j is the angle bias in the case of NLOS
propagation, i.e., φ̃1j is equal to 0 for j ∈ Nb, LOS and is
unknown for j ∈ Nb, NLOS. Then, the parameter vector of
antenna array localization can be written as

θ =
�

pT
1 ω1 κT

1

�T
(49)

where the nuisance parameter vector κ1 consists of the
amplitudes α1j ’s, initial carrier phase ςj ’s, and NLOS
range bias b1j ’s as well as NLOS angle bias φ̃1j ’s. The

measurements include the signals received at all antennas
{z1j,l} for j ∈ Nb and l ∈ Nt.

The EFIM for agent 1’s position will then be derived for
the two cases: known array orientation and unknown array
orientation. Before that, we define the angle variation of
the lth antenna with respect to anchor j by

ϑ1j,l :=
Δ1,l sin(φ1j − ω1 − ψ1,l)

d1j
(50)

where d1j = ‖p1 − pj
‖, and the array aperture function of

agent 1 with respect to the incident angle φ as [159]

G1(φ) =
1

2N2
t

�
l∈Nt

�
m∈Nt

�
Δ1,l sin(φ− ψ1,l)

−Δ1,m sin(φ− ψ1,m)
�2
. (51)

Theorem 2: Given the array orientation ω1, the EFIM
for agent 1’s position is a 2 × 2 matrix

Je( p1) =
�

j∈Nb, LOS

�
l∈Nt


λ1j Jr(φ1j + ϑ1j,l)

+ μ1j Jr(φ1j + π/2)
�

(52)

where λ1j and μ1j are the RII and the direction information
intensity (DII) from anchor j, respectively, given by

λ1j =
8π2β2

0

c2
SNR1j (53a)

μ1j =
8π2f2

c

c2
G1(φ1j − ω1)

d2
1j

SNR1j (53b)

in which SNR1j is given by (29b).
Moreover, since |ϑ1j,l| ≈ 0 as dj � Δ1,l, the EFIM

in (52) can be further approximated as

Je( p1) ≈ Nt

!" �
j∈Nb, LOS

λ1j Jr(φ1j)+μ1j Jr(φ1j +π/2)

#$. (54)

We have the following observations.

• The indexes j of both λ1j and μ1j belong to Nb, LOS,
implying that the anchors with NLOS signals provide
neither RI nor DI, when there is no prior knowledge
about the parameters of the NLOS signals. The reason
for the latter is that the measurements of the actual
AOA are corrupted by the unknown NLOS angle bias.

• The first term in the summation of (54) represents the
range or TOA information from the received signals,
with the RII proportional to β2

0 along the radial angle
φ1j to anchor j. Hence, this term provides location
information along the direction from the anchor to
the agent, and only the baseband signal contributes
to such information.
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• The second term in the summation of (54) represents
the direction or AOA information from the received
signals, with the intensity proportional to f2

c along
the direction perpendicular to that from the anchor
to the agent. Moreover, the DII is also proportional
to the “visual angle” from anchors to the array, which
is equal to the array aperture function with direction
φ1j − ω1 normalized by the squared distance d2

1j .
The larger the aperture is, the higher the accuracy in
estimating the AOA, which is consistent with classic
array signal processing results [110], [112].

Remark 3: The EFIM Je( p1) is a sum of information
from each agent-anchor pair, where each pair provides
information along two orthogonal directions (see the
ellipse in Fig. 3). Recall that the squared effective band-
width of s(t) can be decomposed as a sum of the squared
effective bandwidth of the baseband signal s0(t) and the
squared carrier frequency as shown in (46), and the two
parts contribute to the RI and DI, respectively. Compared to
the unmodulated transmission case shown in Theorem 1,
the difference between (54) and (27) is due to the fact that
the initial carrier phase ςj is unknown in the modulated
transmission (45). In such a case, the carrier phases cannot
be used for measuring the TOA since there is an unknown
initial phase in the phase measurements, and consequently
only the baseband part can be exploited for TOA infor-
mation. Nevertheless, the phase differences between the
signals received at the array antennas can cancel out the
unknown initial phase, leading to useful AOA information.

Furthermore, for the same value of effective band-
width β, the contribution from TOA and AOA measure-
ments to the location information depends on the partition
of β into β0 and fc of the modulated signal (46). In
traditional narrowband array localization systems, fc � β0

and hence the DI dominates the location information. In
contrast, in wideband array localization systems, β0 is
comparable to fc, and hence the RI may dominate the
location information since the visual angles are usually
small quantities. Therefore, in order to optimize the overall
localization performance in practical systems, one may
make tradeoff between the range and direction informa-
tion by partitioning β0 and fc for a given amount of
effective bandwidth.

Remark 4: In dynamic scenarios, Doppler shifts may
occur due to the agent movement, which changes the
carrier frequency and consequently the carrier phases of
the signals received at the antenna array. In particular, the
Doppler effects are shown to increase the AOA information
that can be extracted from the received signals [159].
This phenomenon can be regarded as the enlargement of
the virtual array aperture brought by the movement. We
refer the readers to [159] for detailed discussions on the
Doppler effects for antenna array localization.

Finally, we consider the case in which the array ori-
entation ω1 is an unknown parameter that needs to be
estimated. Similar to the TDOA case in (37), the EFIM for

the position and orientation can be derived as

Je([ pT
1 ω1]

T) =
�

j∈Nb, LOS

�
l∈Nt

λ1jv1j,lv
T
1j,l+μ1jw1j,lw

T
1j,l

(55)

where

v1j,l =
�

cos(φ1j + ϑ1j,l) sin(φ1j + ϑ1j,l) ϑ1j,ld1j

�T

w1j,l =
� − sinφ1j cosφ1j − d1j

�T
.

Then, the EFIM for the agent position can be further
derived from Je([ pT

1 ω1]
T) using the methodology of EFI

analysis. It is straightforward to check that due to the
additional unknown parameter, the SPEB based on (55) for
the scenario with unknown orientation is higher than that
based on (52) for the scenario with known orientation.

Note that when the orientation of the agent is of interest
in some applications, the EFIM (55) can also be used
to determine the fundamental limits of the estimation
accuracy of orientations.

IV. S PAT I O T E M P O R A L C O O P E R AT I V E
L O C A L I Z AT I O N

This section presents the fundamental limits of localization
accuracy in spatiotemporal cooperative networks.

A. Spatial Cooperation

We first consider the scenario in which agents exploit
spatial cooperation for localization in static networks. In
this case, we have N = 1 but Na > 1, and the set
of measurements is given by {zkj}k∈Na,j∈Na∪Nb\{k}. The
parameters of interest include all agent positions, denoted
by p = p1:Na

. For simplicity, we consider the synchronous
case and present the EFIM for all the agents in the follow-
ing theorem.18

Theorem 3: For a cooperative network with Na agents,
the EFIM for the agent positions p is a 2Na × 2Na matrix,
given by

Je( p) = JA
e ( p) + JC

e ( p) (56)

where JA
e ( p) and JC

e ( p) representing the information from
anchors and cooperation are given, respectively, by

JA
e ( p) =

�
k∈Na

ENa
k,k ⊗ JA

e ( pk) (57a)

JC
e ( p) =

�
k∈Na

�
j∈Na\{k}

�
ENa

k,k −ENa
k,j

�⊗ Skj . (57b)

18The theorem directly applies to the asynchronous case of the
second category, where the RII needs to be modified as in (42). However,
the asynchronous case of the first category requires augmenting the
dimension of the state vector with the clock offsets, and the analysis
follows from those for (38).
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In (57a), JA
e ( pk) denotes the EFIM for agent k from all

anchors, given by

JA
e ( pk) =

�
j∈Nb

Skj (58)

and Skj in (57b) and (58) denotes the RI from inter-node
measurements, given by

Skj =

%
λkj Jr(φkj), k∈Na, j ∈ Nb

(λkj +λjk) Jr(φkj), k∈Na, j∈Na\{k}
(59)

where the RII λkj is given by (28) and φkj is the angle from
node k to node j.

Remark 5: The structure of the EFIM in (56) can be
expressed explicitly as (60), shown at the bottom of the
page. When a particular set of agents are of interest, one
can apply the EFI analysis again on their positions by treat-
ing the positions of other agents as nuisance parameters.

Building upon the insights for the noncooperative sce-
nario described in Section III, we draw additional insights
for the spatial cooperation among the agents.

• The EFIM Je( p) for all the agents can be decom-
posed into location information from anchors JA

e ( p)

and that from agents’ cooperation JC
e ( p). The matrix

JA
e ( p) is block-diagonal, where each block JA

e ( pk) is
of size 2×2 corresponding to the location information
of agent k. As in the noncooperative case, each block
is a weighted sum of RDMs over anchors. Hence,
the location information from anchors is not inter-
related among agents. The matrix JC

e ( p) is a highly
structured, consisting of RI Skj ’s, which implies that
the location information from agents’ cooperation
results in interrelated position estimation. In other
words, the inter-node measurements provide relative
location information among the agents, which needs
to be jointly exploited by the agents for localization.

• The RI Skj is the basic building block of the overall
EFIM Je( p). Each block corresponds to a received
waveform, either between an anchor and an agent, or
between two agents, and the RII λkj is determined by
the power and effective bandwidth of the signal, the
multipath propagation channel, and the prior knowl-
edge of the channel if available. Moreover, agents’
cooperation also provide only 1-D information, as in

the case for range measurements between anchors
and agents, for localization along the direction con-
necting the two agents.

In the Bayesian case, when prior knowledge of the
agent positions is available, another component that
characterizes such knowledge appears in the overall
EFIM J̄e(p), such that

J̄e(p) = Ep

�
Je(p)

�
+ Jp(p) (61)

where the first component is the expectation of (56) over
p, and the second term represents the information from
prior knowledge, given by

Jp(p) = E
�
jbp(p,∅, p, p)

�
. (62)

It was shown in [54] that agents can be thought of as
anchors if prior knowledge of the agent positions is infinite.
This view can significantly facilitate the design and analysis
of cooperative localization by treating the information
coming from anchors and agents in a unified way.

A final comment on Theorem 3 is that if the agents
do not cooperate, JC

e ( p) = 0 and hence Je( p) = JA
e ( p)

becomes a block-diagonal matrix, which reduces to the
noncooperative case as expected. Thus, Theorem 3 can be
viewed as a generalized form encompassing both noncoop-
erative and cooperative cases.

B. Spatiotemporal Cooperation

Finally, we consider dynamic scenarios that incorporate
the intra-node measurements from temporal cooperation.
Now we have both N > 1 and Na > 1, and the set of
measurements includes all the spatial and temporal ones,
denoted by {z(n)

kj }k∈Na, j∈Na∪Nb . The parameters of interest
include the positions of all agents at all instants, i.e.,
p = p(1:N)

1:Na
, and the EFIM for p can be obtained through

the EFI analysis shown in the following theorem.

Theorem 4: The EFIM for the agent positions p from
time t1 to tN is a 2NNa × 2NNa matrix written as

Je( p) = J s
e( p) + J t

e( p) (63)

where J s
e( p) and J t

e( p) are the EFIM corresponding
to spatial and temporal cooperation, given,

Je( p) =

&''''''''(

JA
e ( p1) +

�
j∈Na\{1}

S1,j −S1,2 · · · −S1,Na

−S1,2 JA
e ( p2) +

�
j∈Na\{2}

S2,j −S2,Na

...
. . .

−S1,Na −S2,Na JA
e ( pNa

) +
�

j∈Na\{Na}
SNa,j

)********+
(60)
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respectively, by19

J s
e( p) =

N�
n=1

EN
n,n ⊗ S(n) (64a)

J t
e( p) =

N�
n=1

EN
n,n ⊗ (T (n) + T (n+1))

−
N�

n=1

(EN
n,n+1 +EN

n+1,n) ⊗ T (n). (64b)

In (64a), S(n) ∈ S
2Na
++ is given by

S(n) =
�

k∈Na

�
j∈Na∪Nb\{k}

ENa
k,k⊗ S(n)

kj

−
�

k∈Na

�
j∈Na\{k}

ENa
k,j ⊗ S(n)

kj (65)

with

S
(n)
kj =

,-.λ
(n)
kj Jr(φ

(n)
kj ), j ∈ Nb

(λ
(n)
kj + λ

(n)
jk )Jr(φ

(n)
kj ), j ∈ Na

(66)

and in (64b), T (n) ∈ S
2Na
++ is given by T (n) =

�
k∈Na

ENa
k,k⊗

T
(n)
k with T (n)

k = λ
(n)
kk I2.

Remark 6: Theorem 4 shows that the EFIM for the
positions can be decomposed into two parts, i.e., the infor-
mation corresponding to spatial cooperation and temporal
cooperation, respectively, represented by J s

e( p) and J t
e( p).

Each part can be further decomposed into basic building
blocks S(n)

kj and T
(n)
k with a structure detailed in the

following.
• The contribution from spatial cooperation J s

e( p) char-
acterizes the location information obtained from the
inter-node measurements among the agents at each
instant. It is a block-diagonal matrix with each block
S(n) of size 2Na×2Na structured as in (65), character-
izing the information of the inter-node measurements
at time tn. In particular, the rank-1 submatrix S(n)

kj

denotes the RI obtained from the inter-node mea-
surement between nodes k and j at time tn; the k

th-diagonal block of S(n) is the summation of the
RI between agent k and all other nodes, while the
offdiagonal blocks are the negation of the RI between
each pair of agents.

• The contribution from temporal cooperation J t
e( p)

characterizes the location information obtained from
the intra-node measurements of each agent. It has
a diagonally striped structure with each block T (n)

of size 2Na × 2Na, characterizing the informa-
tion of the intra-node measurements from time tn
to tn+1. The matrix T (n) is block-diagonal with
each block being a 2 × 2 matrix corresponding to

19For notational convenience, we let T (1) = T (N+1) = 0.

p(n)
k ’s, since the intranode measurements of differ-

ent agents are independent. Moreover, those T (n)

on the off-diagonal of J t
e( p) is due to the fact

that the intra-node measurements are related to the
agent positions at two consecutive instants accord-
ing to (15). Note also that the displacement model
(15) for intra-node measurements simplifies each
building block to T (n)

k = σ−2
m I2. However, in general,

T
(n)
k can be any 2 × 2 positive-semidefinite matrix

depending on the type of intra-node measurements,
which can be composed of the range and direction
component.

In the Bayesian case, when prior knowledge of the agent
positions and their dynamic models is available, there will
be an additional component Jp(p) in (63), similar to that
in (61). This component characterizes the contribution
of the prior knowledge, and it has a structure similar to
J t

e( p) because the knowledge of agents’ dynamic models
accounts for the relationship of their positions at consecu-
tive instants.

To better visualize the above results, consider a simple
dynamic network example of three agents at two instants,
i.e., Na = 3 and N = 2, as illustrated in Fig. 4. In cooper-
ative navigation, temporal cooperation gives another layer
of information across consecutive instants, in addition to
the spatial cooperation at each instant.

In most real-time applications, one may be only inter-
ested in the localization performance of the current time
tN , i.e., the EFIM Je( p(N)). It can be derived recursively
based on the diagonally striped structure of the EFIM Je( p)

in (63). To enable the recursion, we define the notion of
carry-over information from tn−1 to tn as

�T (n)
:= T (n) − T (n)


S(n−1) + �T (n−1)

+ T (n)
�−1

T (n)

(67)

with �T (1)
:= 0. Based on the carry-over information, the

EFIM for p(n:N) can be written as

Je( p(n:N))

= EN−n+1
1,1 ⊗


S(n) + �T (n)

+ T (n+1)
�

+
N�

m=n+1

EN−n+1
m−n+1,m−n+1 ⊗


S(m)+T (m)+T (m+1)

�

−
N�

m=n+1


EN−n+1

m−n,m−n+1 +EN−n+1
m−n+1,m−n

�
⊗ T (m).

(68)

Comparison of (68) and the original EFIM (63) shows
that the carry-over information �T (n)

retains all the useful
information at tn−1 for the EFIM Je( p(n:N)). Such infor-
mation is transferred from one instant to the next through
temporal cooperation. Based on (67), the carry-over
information for cooperative navigation can be obtained
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Fig. 4. FIM and the graphical representation of the states and measurements. (a) In scenarios without cooperation, the EFIM is block

diagonal, and the graph of different agents are separated, i.e., K
�n�
k

�
���

j∈Nb
S
�n�
kj

. (b) In scenarios with spatial cooperation, the EFIM has

off-diagonal block that corresponds to the spatial cooperation measurements, and the graph has measurement nodes that connect different

agents, i.e., K
�n�
k

�
���

j∈Na∪Nb\{k}S
�n�
kj

. (c) In scenarios with spatiotemporal cooperation, the EFIM further has off-diagonal blocks

corresponding to temporal measurements, and the graph has measurement nodes that connect agents at consecutive time instants, i.e.,

K
�n�
k

�
���

j∈Na∪Nb\{k}S
�n�
kj

� T
�n�
k

� T
�n�1�
k

.

recursively at each instant and used as prior knowledge of
the agent positions for the next instant. After N − 1 steps,
we can obtain the EFIM Je( p(N)).

Note that spatial cooperation generally results in
coupled inference, illustrated by the non-block-diagonal
structure of S(n−1) in (67) [55]. Thus, although T (n)

is block-diagonal due to the independence of the intra-
node measurements corresponding to different agents, the
carry-over information �T (n)

has a complicated structure. In
distributed networks, the agents usually do not capture the
correlation of their location information arising from spa-
tial cooperation, and only keep their individual (marginal)
position distributions. Hence, we obtain an approximate
EFIM by ignoring such correlation at each instant, which
yields more insights into the entire navigation process.

For distributed networks, the exact individual EFIM
for agent k at time tn−1 after spatial cooperation is
given by

�S (n−1)

k =
��

S(n−1) + �T (n−1)
�−1�

p(n−1)
k

�−1

. (69)

Thus, by ignoring the correlation in carry-over
information, the EFIM after spatial cooperation can
be approximated

�S (n−1) ≈
�

k∈Na

ENa
k,k ⊗ �S (n−1)

k (70)

and this leads to the approximate carry-over informa-
tion (67) at time tn

�T (n) ≈
�

k∈Na

ENa
k,k ⊗ �T (n)

k (71)

where the individual carry-over information for agent k is

�T (n)

k = T
(n)
k − T (n)

k

�S (n−1)

k + T
(n)
k

�−1

T
(n)
k . (72)

Note also that (67) reduces to (72) for the cases without
spatial cooperation since the approximation (70) becomes
exact.
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Fig. 5. Information ellipse and its evolution in the spatial and temporal domains. (a) The information ellipse with the length of major and

minor axes given by
√
μk and

√
ηk , respectively. When another anchor is added, the major and minor axes of the ellipse grow to

��μk an
��ηk ;

(b) Spatial cooperation increases the ellipse along the line adjoining the two nodes; (c) Temporal cooperation increases the ellipse along two

orthogonal directions, which are determined jointly by the intra-node measurement and the spatial information at the previous time

instant.

By the approximation in (70), the location information
evolution in cooperative navigation can be interpreted as
follows: at each instant, the agents do the following:

• treat their own carry-over information as prior knowl-
edge, and update their (marginal) position distribu-
tion using inter-node measurements with neighbors,
as in the spatial step (69);

• obtain the carry-over information for the next instant
based on their own position distribution and intran-
ode measurements, as in the temporal step (72).

V. G E O M E T R I C I N T E R P R E TAT I O N
This section presents a geometric interpretation of the
EFIM for NLN, providing insights into the design and
analysis of localization systems and algorithms. We begin
with static networks without and with spatial cooperation,
and then extend to the dynamic networks with spatiotem-
poral cooperation.

A. Information Ellipse
The EFIM for agent k’s position for noncooperative

scenarios, given by (27), can be rewritten using eigenvalue
decomposition as

Je( pk) = uϑk

�
μk 0

0 ηk

�
uT

ϑk
(73)

where μk ≥ ηk are the eigenvalues of Je( pk) and uϑk
is a

rotation matrix with angle ϑk, given by

uϑk
=

�
cos ϑk − sinϑk

sinϑk cos ϑk

�
. (74)

The first and second columns of uϑk
are eigenvectors cor-

responding to eigenvalues μk and ηk, respectively. By the
properties of eigenvalues, we have

μk + ηk = tr
�
Je( pk)

�
=

�
j∈Nb

λkj (75)

and the SPEB for agent k given by

P( pk) = tr
�
J−1

e ( pk)
�

= μ−1
k + η−1

k . (76)

Definition 4 (Information Ellipse): The information
ellipse of EFIM J ∈ S

2
++ is defined as the sets of

points

�
w ∈ R

2 : wT J−1w = 1
�
. (77)

Fig. 5 (a) depicts an information ellipse, which corre-
sponds to an EFIM, with major and minor axes equal to/�μk and

/�ηk, respectively, and a rotation �ϑk from the
reference coordinate. Moreover, the RI from a new anchor
can be viewed as a degenerated information ellipse with
the major axis equal to

√
ν and the minor axis equal to 0

with a rotation φ. The information ellipse of the new EFIM
then grows along the direction φ.

Assuming ϑk = 0 in (73), with the additional RI as
shown in Fig. 5 (a), the new EFIM is represented by

�Je( pk) =

�
μk 0

0 ηk

�
+ ν u(φ)u(φ)T (78)
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which is equivalent to an information ellipse with the
major, minor axes, and rotation angle given by

�μk, �ηk =
μk + ηk + ν

2

± 1

2

0
[μk − ηk+ν cos 2φ]2+ν2 sin2 2φ (79a)

�ϑk =
1

2
arctan

1
ν sin 2φ

μk − ηk + ν cos 2φ

2
. (79b)

The corresponding SPEB becomes

�P( pk) =
1�μk

+
1�ηk

=
μk + ηk + ν

μkηk + ν [ ηk + (μk − ηk) sin2 φ ]

(80)

which is no greater than P( pk).
For a fixed RII ν, �P( pk) in (80) can be minimized

through φ in the denominator

min
φ

�P( pk) =
μk + ηk + ν

μk(ηk + ν)
(81)

with

arg min
φ

�P( pk) = ± π/2. (82)

That is, the additional anchor provides the largest reduc-
tion in terms of SPEB when it is along the direction of
the eigenvector corresponding to the smaller eigenvalue
ηk (or the least reduction when it is along the direction
of the eigenvector corresponding to the larger eigenvalue
μk). In other words, the minimum SPEB is achieved when
the new anchor is placed along the minor axis of the infor-
mation ellipse corresponding to Je( pk) (or the maximum
SPEB is achieved when the new anchor is along the major
axis of the information ellipse). Moreover, the SPEB with
the additional anchor can be bounded as

μ−1
k < �P( pk) ≤ P( pk) (83)

where the lower and upper bounds are obtained by setting
ν to +∞ and 0, respectively

μ−1
k = lim

ν→+∞
�P( pk)|φk=±π/2 (84a)

P( pk) = lim
ν→0

�P( pk). (84b)

B. Information Ellipse for Spatial Cooperation
The EFIM for individual agents can be further obtained

from the EFIM for spatial cooperation given in (56) by
using the methodology of EFI. In general, the expression
for the individual EFIM is complicated [55], but we can
find its lower and upper bounds with simple expressions.

Based on the definitions of JA
e ( pk) and Skj given in The-

orem 3, we can bound the individual EFIM for agent k as

J L
e ( pk) � Je( pk) � JU

e ( pk) (85)

where

J L
e ( pk) = JA

e ( pk) +
�

j∈Na\{k}

1

1 + λkjΔkj
Skj (86a)

JU
e ( pk) = JA

e ( pk) +
�

j∈Na\{k}

1

1 + λkj
�Δkj

Skj (86b)

in which

Δkj = uT(φkj)
�
JA

e ( pj)
�−1

u(φkj)

�Δkj = uT(φkj)
�
JA

e ( pj) +
�

k′∈Na\{k,j}
2Sk′j

�−1

u(φkj).

The inequalities in (85) show that the bounds for the
EFIM can be written as weighted sums of RI from the
neighboring anchors and agents. In particular, those from
anchors have weights equal to 1, whereas those from
agents have weights between 0 and 1. Such a degrada-
tion is due to the position uncertainty of the neighboring
agents. The weights and the RI in (86a) and (86b) can be
determined using only local information of agent k, and
hence these bounds can be used to guide the design and
analysis of cooperative localization networks [130].

As a special case of only two agents in cooperation (i.e.,
agent 1 and agent 2), it turns out that the lower and upper
bounds in (85) coincide, leading to the following exact
expression for the individual EFIM:

Je( p1) = JA
e ( p1) +

1

1 + λ12Δ12
S12 (87)

where Δ12 = uT(φ12)
�
JA

e ( p2)
�−1u(φ12). In addition,

Je( p2) has a symmetric expression to (87). The informa-
tion ellipses before and after cooperation are depicted in
Fig. 5, where the new information ellipse grows along the
line connecting the two agents.

Due to the inherent uncertainty of agent 2’s position, the
effective RII that agent 2 provides to agent 1 in (87) is

�λ12 =
λ12

1 + λ12Δ12
(88)

which is degraded from the original RII λ12 unless Δ12 = 0.
That is, unlike that from anchors, agent 1 cannot fully
utilize the RI from agent 2. Note that Δ12 can be viewed
as a directional squared ranging error of agent 2, based
purely on the anchor information JA

e ( p2) along angle
φ12 between the two agents. This implies that the larger
the uncertainty of agent 2 along the angle φ12, the less

1152 PROCEEDINGS OF THE IEEE | Vol. 106, No. 7, July 2018



Win et al.: A Theoretical Foundation of Network Localization and Navigation

effective the cooperation is. For a given Δ12, the effective
RII �λ12 increases monotonically with λ12, and has the
asymptotic limits

lim
λ12→0

�λ12 = 0 (89a)

lim
λ12→∞

�λ12 = Δ−1
12 . (89b)

Hence, the maximum effective RII that agent 2 can provide
to agent 1 is limited by the inverse of the directional
squared ranging error of agent 2 along the angle φ12.

Note that there is no degradation of RII when Δ12 = 0,
which corresponds to the scenarios that agent 2 has no
position uncertainty along the direction of φ12. In this case,
agent 2 can be thought of as an anchor in providing RI to
agent 1.

C. Information Evolution in Spatiotemporal
Cooperation

Finally, we provide a geometric interpretation for spa-
tiotemporal cooperation to illustrate the information evo-
lution of NLN. This section will focus on the carry-over
information for distributed networks.

Recall that in the distributed settings, the EFIM (72) is a
block-diagonal matrix with 2 × 2 blocks. We thus consider
a single agent at one instant and simplify the notation of
the carry-over information as

�T = T − T �S + T
�−1

T (90)

where we decompose the spatial and temporal matrices as

S = μJr(ϑ) + η Jr(ϑ+ π/2) (91a)

T = ζ Jr(θ) + ξ Jr(θ + π/2) (91b)

in which μ ≥ η ≥ 0, ζ ≥ ξ ≥ 0, and ϑ, θ ∈ [ 0, π). For
the ease of discussion, we denote U := ζ Jr(θ) and V :=

ξ Jr(θ + π/2) as a decomposition of the temporal matrix.
The carry-over information in (90) can be rewritten,

after some algebra, as

�T = q1 U + q2 V + q3
�
Jr(θ + π/4) − Jr(θ − π/4)

�
(92)

where the coefficients are given by

q1 =
�
1 + ζ uT(θ)(S + V )−1u(θ)

�−1
(93a)

q2 =
�
1+ξ uT(θ+π/2)(S+U)−1u(θ+π/2)

�−1
(93b)

q3 = − ζ ξ uT(θ)(S + U + V )−1u(θ + π/2). (93c)

The expression (92) of the carry-over information can
be represented as a sum of three terms: the first two terms
represent two orthogonal components of the location infor-
mation obtained from temporal cooperation, in which the

weights are between 0 and 1 depending on the directional
position uncertainty of the agent after spatial cooperation,
and the third term characterizes the coupling of the infor-
mation between the spatial and temporal cooperation. For
the coupling term, note that Jr(θ + π/4) − Jr(θ − π/4)

has the eigenvalues and eigenvectors {1,u(θ + π/4)} and
{−1,u(θ−π/4)}. Moreover, since the coefficient q3 in (93c)
can also be written as

q3 =
ζ ξ (μ− η) sin(2(ϑ− θ))

|S + U + V | (94)

the coupling term increases the EFIM with the intensity
|q3| in the direction of θ+π/4 and decreases with the same
amount in the direction of θ−π/4 if sin(2(ϑ− θ)) > 0, and
vise versa if sin(2(ϑ− θ)) < 0. This intensity vanishes when
1) η = μ; 2) |ϑ − θ| = 0 or π/2; or 3) ξ = 0. In the first
two cases, the eigenvectors corresponding to T align with
those of S, and

�T =

,33-33.
ζμ

ζ+μ
Jr(θ) +

ηξ

η+ξ
Jr(θ + π/2), |ϑ− θ| = 0

ζη

ζ+η
Jr(θ + π/2) +

ηξ

η+ξ
Jr(θ), |ϑ− θ| = π/2.

(95)

In the third case, the location information from tem-
poral cooperation degenerates to a 1-D matrix. That is,
T = U and thus the carry-over information �T = q1 U
also degenerates to a 1-D matrix. Finally, as a geometric
interpretation, temporal cooperation increases the infor-
mation ellipse along two orthogonal directions, as depicted
in Fig. 5(c).

In summary, the carry-over information �T depends on
both the location information after spatial cooperation at
the previous instant and the information obtained from the
intra-node measurements. Due to the position uncertainty
characterized by the location information S, it can be
shown that �T � T .

Leveraging the discussion for spatial and temporal coop-
eration, we illustrate the information evolution of NLN
induced by spatiotemporal cooperation in Fig. 6. The three
ellipses of each agent correspond to the initial carry-
over information, the information after anchors’ contri-
bution, and the information after spatial cooperation,
respectively.

VI. M A P I N F O R M AT I O N A N D
A L G O R I T H M A S P E C T S

In this section, we will discuss two important issues related
to the theoretical foundation of NLN. First, we will quantify
the benefit of map information, which can be treated
as prior knowledge for localization, from a theoretical
perspective. Second, we will present general forms for
localization algorithms and the challenges in designing
efficient distributed solutions.
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Fig. 6. Geometric interpretation of spatiotemporal cooperation.

The green ellipse denotes the EFIM of each agent carried from time

tn−1 to time tn through temporal cooperation; the blue dashed

ellipse denotes the EFIM after making inter-node measurement with

anchors; and the orange ellipse denotes the EFIM at time tn through

spatial cooperation between the two agents.

A. Map-Aware Localization

While map information has been implicitly used in local-
ization systems, there are only a few theoretical studies
that analyze the benefit of map information. In particular,
performance bounds have been derived to characterize
the relationship between the localization accuracy and the
map information for noncooperative localization in [89]
and cooperative localization in [90]. We next outline a
theoretical analysis of a map-aware localization network
for both noncooperative and cooperative networks.

Suppose that agent k is placed in a 2-D area R. Without
additional knowledge, the prior pdf of its position f( pk) is
commonly modeled by a uniform distribution

f ( pk) =

%
1/|R|, pk ∈ R
0, elsewhere

(96)

where |R| denotes the area of R, as uniform distributions
have the maximum entropy given a finite support.

For simplicity, we consider static scenarios and assume
that the position measurement zk ∈ R

2 of agent k based
on the inter-node measurements from anchors follows a
Gaussian distribution with mean pk and variance σ2

b I2,
and the inter-node measurement zkj between agent k

and agent j follows a Gaussian distribution with mean
pk − pj and variance σ2

a I2, where σ2
b and σ2

a are the error
variances of the corresponding measurements.20

The MSE matrix of the position estimation p̂(z) based on
the measurement z is given by

Λ := Ez,p

�
[ p̂(z) − p][ p̂(z) − p]T

�
(97)

20While the simplest nontrivial models are adopted for ease of expo-
sition, the analysis is applicable when the measurements are received
waveforms or the measurement noise has a nondiagonal covariance
matrix.

and the MSE for agent k’s position estimator in x and
y coordinates can be written, respectively, as σ2

kx
=

[Λ]2k−1,2k−1 and σ2
ky

= [Λ]2k,2k.
Attainable lower bounds on the MSE of the estimator

are often employed to characterize the performance of the
estimator. The most commonly used CRLB is not appro-
priate to evaluate the map-aware localization because
the agent positions are modeled as RVs in (97) rather
than the deterministic parameters. Moreover, simple exten-
sion of the CRLB to the Bayesian case still cannot fully
capture the map information due to the violation of
the regularity conditions. Therefore, we next present the
ZZB and WWB, which adopt different ways to incorpo-
rate the map information, to characterize the localization
performance.

1) Ziv-Zakai Bound (ZZB): We first give a brief
review of the ZZB in the context of NLN. The deriva-
tion of the ZZB relies on transforming the estima-
tion error into a related hypothesis testing problem,
and the bound is tightened by the optimal decision
rule [145].

For any estimator p̂(z) of the agent positions, the
estimation error is ε = p̂(z) − p with the MSE matrix
Λ given by (97). The ZZB is derived from the following
identity of the projected MSE of Λ along a given direction
a ∈ R

2Na [148]

aTΛa = Ez,p{aTεεTa} =
1

2

� ∞

0

P

�
|aTε| ≥ h

2

�
h dh. (98)

For a given h > 0, let δ be any vector in R
2Na such

that aTδ = h. Then the probability P{|aTε| ≥ h
2
} can

be calculated using binary hypothesis testing problems
between two fixed agent position vectors p and p + δ,
given by

,-.H0 : z ∼ fz(z; γ = 0)

H1 : z ∼ fz(z; γ = 1)
(99)

where z = g( p + γδ) + w in which g(·) denotes the
measurement function of the agent positions and the w is
the observation noise vector. Based on the prior PDF fp( p)

of the agent positions, the prior probability of hypothesis
H0 is given by

P{γ = 0} =
fp( p)

fp( p) + fp ( p + δ)
.

and that for H1 is given by 1 = P{γ = 0}.
Let P ( p,p + δ) be the decision error probability of the

following suboptimal decision rule for (99)

aTp̂(z)
γ=1

≷
γ=0

aTp +
h

2
(100)
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and then it can be shown that

P

�
|aTε| ≥ h

2

�
=

�
R2Na

�
fp( p) + fp( p + δ)

�
P ( p,p + δ)dp. (101)

Since P ( p,p + δ) is lower bounded by the minimum error
probability Pmin( p,p+δ) corresponding to the best rule for
deciding H0 and H1, the projected MSE in (98) is larger
than or equal to the ZZB, given as follows

aTΛa ≥ 1

2

� ∞

0

V
�

max
δ:aTδ=h

��
R2Na

(fp( p) + fp( p + δ))

·Pmin ( p, p + δ) dp
 �
h d h (102)

where V(·) is the “valley-filling” function to obtain a tighter
bound using the non-increasing property of (101) with
respect to h [148]. Since the distribution of the agent posi-
tions appears in the integral of (102), the ZZB naturally
incorporates the prior map information in the mapaware
NLN.

In the NLN problem, we consider the problem of esti-
mating the position vector pk of agent k in the x-axis as
an example, and the result for the y-axis follows from the
same derivation. The MSE of the agent k’s position in the
x-axis is bounded below by the ZZB as [90]

σ2
kx

≥ Zkx (103)

where

Zkx :=
1

|R|Na

�
Y

� ∞

0

max
δx:eT

k,Na
δx=h

%�
S(ρy,δx)

Q(d0(δx)/2)dρx

4
h dh dρy (104)

in which ρx and ρy correspond to the x- and y-coordinates
of vector ρ (so are δx and δy of vector δ), respectively

S(ρy, δx) =
�
ρx|f(ρ) > 0 and f(ρ + δ) > 0 and δy = 0

�
Y is the support of the y-coordinates of the vector p
given by (96), and Q(·) is the tail probability of the
standard normal distribution. In (104), d0(δx) denotes
the normalized distance in the x-axis between the means
of the two likelihood functions in the hypothesis testing
problem (99), and it is given by

d0(δx) =

,333333-333333.

‖δx‖/σb, noncooperative!"‖δx‖2

σ2
b

+

Na−1�
k=1

Na�
j=k+1

(δkx − δjx )2

σ2
a

#$
1
2

,

cooperative (105)

where δkx denotes the element of δ corresponding to
the x-axis of agent k. Based on (105), we can observe
that cooperative localization can yield a smaller ZZB than
noncooperative localization. This is due to the fact that
d0(δx) in the cooperative case is larger than that in the
noncooperative case and Q(·) is a monotonically decreas-
ing function.

The ZZB presents a bound on the global MSE averaged
over the prior PDF [148]. Compared with the CRLB, the
ZZB is tighter in the entire SNR regions and has no
restrictions on the type of the estimator. This provides a
better performance benchmark to evaluate the achievable
MSE. However, in most cases the maximization operator in
(102) complicates the derivation of the ZZB in a closed
form. Therefore, while the ZZB is a tighter bound than
CRLB in the context of localization with prior knowledge,
it is difficult to evaluate analytically.

2) Weiss–Weistein Bound (WWB): We next present
another type of bound that incorporates the prior knowl-
edge in parameter estimation. Define ψ(x, θ) for x ∈
Ω, θ ∈ Θ as a real-valued measurable function that satisfies
the following condition [149]:�

Θ

ψ(x, θ)f(x, θ) dθ = 0, a.e. x ∈ Ω (106)

with f(x, θ) being the joint pdf of x and θθθ. Then, the
following inequality holds for any real-valued scalar k > 1:

E

�
|g(x) − h(θθθ)|k

�
≥ |E {h(θθθ)ψ(x,θθθ)} |k�

E

�
|ψ(x,θθθ)| k

k−1

��k−1
(107)

where g(·) and h(·) are real-valued measurable functions
defined on Ω and Θ, respectively.

In general, (107) represents a class of lower bounds
for the estimation error of h(θθθ). As a special case with
1-D parameter θ and k = 2, the left-hand side becomes
the common MSE for the estimator g (x) of h(θ). If we
take h(θ) = θ and ψ(x, θ) be the first partial derivative
of ln f(x, θ) with respect to θ, then the above inequality
reduces to exactly the CRLB.

To obtain the WWB for map-aware localization, we
define

ψ(z, p)

=

%
Lς(z; p + δ,p)−L1−ς(z; p − δ,p), p ∈ S(δ)

0 p /∈ S(δ)

(108)

where S(δ) = {ρ|f(ρ) > 0 and f(ρ + δ) > 0}, ς
is a parameter between 0 and 1, and L (z; p1,p2) :=

f(z, p1)/f(z,p2).
One can easily verify that this definition of ψ(z,p)

satisfies the requirement in (106). Again taking x-axis as
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an example, we can derive the WWB for agent k in the
cooperative localization as

σ2
kx

≥ Wkx

:= sup
δ∈R2Na

�
δkx Ez,p

�
Lς

�
z; p+, p

�� �2
Ez,p

��
Lς (z; p+, p) − Lς (z; p−, p)

�2�
(109)

where p+ := p + δ and p− := p − δ.
Note that unlike the CRLB, the derivation of the WWB

is free of regularity conditions and thus the prior map
information in terms of a uniform distribution can be
easily incorporated in the bound. Indeed, since δkx is a
free variable and the CRLB is a special case in the limit
δkx → 0, the WWB that maximizes the right-hand side over
all possible δkx can be much tighter than the CRLB.

To simplify the exposition, we choose ς = 1
2

and the
WWB can be further simplified into

Wkx =
1

2|R|Na
sup

δ∈R2Na

�
δkx

�
S(δ)

exp (−d2(δ)/8)dρ

�2

�
S(δ)

dρ−
�
S̃(δ)

exp(−d2(δ)/2)dρ

(110)

where

S̃(δ) :=
�
ρ|f(ρ) > 0 and f(ρ+δ) > 0 and f(ρ − δ)>0

�
and

d(δ) =
0
d2
0(δx) + d2

0(δy) (111)

in which d0(·) is defined in (105). The supremum operator
leads to intractable expressions for the WWB, which hin-
ders further investigation of the relationship between the
map information and the localization accuracy. Neverthe-
less, the WWB tends to be tighter than the ZZB in certain
SNR regions as shown in Fig. 7.

Numerical results are presented for a 1-D scenario in
which three agents and two anchors are placed in a
segment of length 10 m with the LOS measurements.
The ratio of agent-agent measurement and agent-anchor
measurement error variances σ2

a/σ
2
b is 1/200, i.e., cooper-

ative internode measurements are of high quality. Fig. 7
compares the ZZB and WWB with the simulation results of
the minimum mean squared error (MMSE) estimator. First,
since the ZZB and WWB are tight over all SNR regimes,
they can serve as good performance benchmarks for the
achievable root mean squared error (RMSE) of map-
aware localization.21 Moreover, the localization accuracy

21Unlike the RMSE obtained by the estimator, the calculation of
ZZB and WWB does not require time-consuming simulations.

Fig. 7. RMSE as a function of the SNR of inter-node measurements

with fixed ratio σ�a/σ
�
b. The MMSE estimator, ZZB, and WWB are

considered.

is considerably improved in the cooperation scenario in
terms of the ZZB and WWB. Note that in the vicinity of
low SNR regimes, the RMSE decreases slowly with the
SNR, but there is a significant gain from cooperation due to
high cooperation quality. Finally, in high SNR regimes, the
measurements from anchors provide sufficient informa-
tion, and hence the performance gap between cooperation
and noncooperation is reduced.

B. Algorithm Design

The EFIM not only serves as a benchmark for practical
NLN systems, but also provides important insights into how
the system parameters and network geometry affect the
localization performance. These insights will facilitate the
algorithm design and system operation for efficient NLN.

Armed with the theoretical framework, we next present
general forms for NLN algorithms, i.e., determining the
agent states from inter-node and intra-node measure-
ments. From a non-Bayesian perspective, the optimal algo-
rithm amounts to determining the likelihood function
f(z; p), from which the maximum-likelihood (ML) esti-
mate can be obtained; whereas from a Bayesian perspec-
tive, it amounts to determining the posterior distribution
f( p|z), also referred to as the position belief. Once this
belief is obtained, point estimates can be obtained by
computing the mean or mode, leading to the or maximum
a posteriori (MAP) estimates, respectively.

In the following discussion, we will focus on the non-
Bayesian perspective and adopt Gaussian distributions for
the inter-node and intra-node measurement errors as an
example. All the discussions also apply to the Bayesian
perspective and general measurement models, where the
design of localization algorithms needs to incorporate prior
information and the specific error distributions.
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No cooperation: In the static case, each agent indi-
vidually determines its position using the measurements
obtained only from anchors [see Fig. 4(a)]. For Gaussian
ranging error models, the estimate for agent k’s position
pk is the solution of the weighted least squares problem

p̂k, ML = arg min
pk

�
j∈Nb

1

σ2
zkj

�
zkj − ‖ pk − pj‖

�2
(112)

where σ2
zkj

is the error variance in the inter-node mea-
surement zkj . The EFIM for the agent positions and the
graphical representation of the states and measurements
are given side by side in Fig. 4(a). Since there are no inter-
node measurements between the agents, the EFIM is block-
diagonal and the graph has separate subnetworks, each
corresponding to a single agent.

Spatial cooperation: When spatial cooperation among
agents is available, the agents can refine their position
estimate by incorporating the inter-node measurements
with the position estimates of their neighbors. Fig. 4(b)
shows the EFIM and the graph for the case of spatial
cooperation. Again when the measurement errors follow
Gaussian distributions, the estimate for all agent positions
p = p1:Na

is the solution of the weighted least squares
problem

p̂ML = arg min
p

�
k∈Na

�
j∈Nb

1

σ2
zkj

�
zkj − ‖pk − pj‖

�2
+

�
k∈Na

�
j∈Na\{k}

1

σ2
zkj

�
zkj − ‖pk − pj‖

�2
. (113)

Due to the inter-node measurements between the agents,
the EFIM is no longer block-diagonal and the graph is con-
nected, where both the off-block-diagonal submatrices and
the links connecting different agent positions correspond
to the inter-node measurements among agents.

Spatiotemporal cooperation: Finally, when the temporal
cooperation is further incorporated, agents can jointly
estimate their positions at a sequence of instants, i.e., p =

p(1:N)
1:Na

using all the inter-node and intra-node measure-
ments. When all the measurement errors follow Gaussian
distributions, the estimate for p is the solution of

p̂ML

= arg min
p

N�
n=1

�
k∈Na

�
j∈Nb

1

σ2

z
(n)
kj


z
(n)
kj −

���p(n)
k − p(n)

j

����2

+

N�
n=1

�
k∈Na

�
j∈Na\{k}

1

σ2

z
(n)
kj


z
(n)
kj −

���p(n)
k − p(n)

j

����2

+
N−1�
n=1

�
k∈Na

1

σ2

z
(n)
kk


z
(n)
kk −

���p(n)
k − p(n−1)

k

����2

(114)

where the three components correspond to the measure-
ments from anchors, spatial cooperation, and temporal
cooperation, respectively. Due to the intra-node measure-
ments of each agent, the addition of the temporal coop-
eration further increases the size of the EFIM and the
graph, as shown in Fig. 4(c). The off-diagonal blocks in the
EFIM across different instants account for the intra-node
measurements, which also result in the links connecting
agent positions at different instants in the graph.

In the above setting, the ranging errors are modeled as
a Gaussian distribution. When they follow non-Gaussian
distributions, the optimization process required for esti-
mation can be computationally challenging, in which case
(112)–(114) can be used as tractable suboptimal solu-
tions. Moreover, a centralized processor is required for
computing the estimate for all agents at all instants. Such
a process is highly complex and inefficient especially in
medium- to large-scale networks, because joint estimation
requires high-dimensional inference and incurs large com-
munication overhead [165]–[167]. For practical imple-
mentation, distributed algorithms for NLN are attractive,
where the agent positions can be estimated and refined
locally through iterative algorithms in the network. How-
ever, in the spatiotemporal cooperative setting, the optimal
estimates of agent positions are correlated. This can be
seen from the nondiagonal structure of the EFIM as well as
the presence of cycles in the graph. Distributed algorithms
usually ignore such correlation for simple implementation,
which often results in suboptimal solutions. It is thus
desirable to analyze the spatial and temporal coupling
of the location information and develop algorithms that
can better handle the tradeoff between performance and
complexity in algorithm design [168].

VII. D E S I G N G U I D E L I N E S F O R N L N

This section illustrates the theoretical results obtained
in previous sections with practical network settings and
signal parameters. These numerical results shed light into
how different system parameters affect the localization
performance, thus serving as performance benchmarks and
design guidelines for practical localization networks.

In this section, we consider a network with 36 anchors
deployed on a regular 6 × 6 lattice with 100-m separation
between two neighboring anchors, i.e., the convex hull of
these anchors is a square area of 500 m by 500 m. The
agents are randomly deployed in this area. The orthogonal
frequency division multiplexing (OFDM) signals with the
carrier frequency of fc = 2 or 5 GHz, the bandwidth rang-
ing from 2 to 20 MHz, and the subcarrier spacing of 15 kHz
are used for range measurements. The number of subcar-
riers is determined by the total bandwidth divided by the
subcarrier spacing. Unless otherwise specified, the power
of the transmitting signal at each node is 1mW with a dura-
tion of 66.67 μs [169] and the noise figure is set to 5 dB.

The RIIs between anchors and agents are determined
as follows: first, the LOS/NLOS states of anchor k to all
agents are generated for the Urban Micro scenario [170],
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Fig. 8. Average root SPEB as a function of the signal bandwidth.

The carrier frequency is 2 GHz. Both single-path and multipath

channels as well as synchronous and asynchronous scenarios are

considered.

with spatial consistency among agents according to [171];
then delays and amplitudes are generated using QuaDRiGa
[172] according to the Urban Micro B1 for channels
between anchor k and the agents with LOS states, where
anchor k serves as the transmitter and the agents as the
receivers; finally, the RIIs between anchor k and the agents
with LOS states are then calculated based on [5], whereas
those between anchor k and the agents with NLOS states
are set to 0 [5]. The approach above considers the spatial
consistency of channel fading from a particular anchor
to several agents. Similarly, the RIIs among agents are
determined by first generating LOS/ NLOS states as well
as the delay and amplitudes, and then performing the
calculation of the RII [54].

A. Signal and Channel Parameters

We first investigate the effect of various signal and
channel parameters (e.g., signal bandwidth, multipath
propagation, and clock biases) on the localization accu-
racy.22 One agent is randomly placed in the considered
area, and the carrier frequency of the signal is 2 GHz.
The localization accuracy of the agent is characterized by
the root SPEB given in (27) and (38). Fig. 8 depicts the
average root SPEB as a function of the signal bandwidth
for both synchronous and asynchronous networks, where
the averaging is over random node positions and channels.
We draw the following observations from the figure.

The root SPEB decreases with the signal bandwidth,
since the RII is proportional to the square of the effective

22This paper focuses on fundamental limits of localization accuracy
based on the RF signals. Practical imperfections in transceivers such
as antenna radiation pattern, circuit implementation, and oscillator
instability would degrade the localization accuracy with respect to that
presented in this paper.

Fig. 9. Average root SPEB as a function of the signal bandwidth

for localization with uniform linear arrays. Antenna arrays are of six

or ten elements with interelement spacing 0.5 m, and multipath

channels are considered.

bandwidth, as shown in (28). Indeed, in the log scale, one
can verify from the figure that the root SPEB decreases
linearly with the signal bandwidth, which is proportional
to the effective bandwidth, with slope −1 for single-path
channels. Moreover, in multipath channels, the root SPEB
decreases faster with the signal bandwidth than that in
single-path cases, i.e., the slopes of the corresponding
curves are slightly smaller than −1. This is because larger
signal bandwidths give better channel resolvability, i.e.,
smaller path overlapping coefficient χ1j in (31), which
gives another fold of accuracy improvement. Nevertheless,
the path overlapping effect itself causes larger root SPEB in
multipath cases than single-path cases, due to the reduc-
tion of the RII by a factor 1 − χ1j in (31), whereas the
gap in terms of the ratios between them decreases with the
bandwidth, since larger bandwidth can reduce the effect of
path overlapping.

We also compare the root SPEBs for asynchronous
networks with those for synchronous networks. For both
single-path and multipath cases, the root SPEBs as a func-
tion of the bandwidth for asynchronous networks behave
similarly to those for the synchronous networks. Under
the same network conditions, asynchronous networks have
a poorer localization performance than the synchronous
networks. This agrees with the theoretical results (38), as
the unknown clock biases act as nuisance parameters in
the inference problem. For example, in the multipath cases
with signal bandwidth of 10 MHz, the root SPEBs are 0.31
and 1.64 m for synchronous and asynchronous networks,
respectively. In fact, the ratios between the root SPEBs for
synchronous and asynchronous cases are approximately
constant for different bandwidths, as the ratio mainly
depends on the network geometry rather than the signals
and channels.

In summary, the figures in this section provide numerical
examples of the theoretical results obtained in Section III,
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Fig. 10. Average root SPEB in cooperative networks as a function of (a) the instants with four agents and (b) the number of agents at the

third instant. Three modes of cooperation are compared: spatial cooperation, temporal cooperation, and spatiotemporal cooperation.

quantifying the localization accuracy achieved by standard
OFDM signals under realistic channel conditions. These
results show how the signal bandwidth, multipath condi-
tions, and clock biases affect the localization accuracy in
practical systems.

B. Antenna Array Localization

We next investigate the performance of wireless localiza-
tion systems where the anchors are equipped with antenna
arrays. We adopt typical uniform linear arrays, where six
or ten antenna elements are used. The carrier frequency of
the signal is 2 or 5 GHz, and again one agent is randomly
placed in the area. The localization accuracy of the agent
is characterized by the root SPEB given in (52). Fig. 9
depicts the average root SPEB as a function of the signal
bandwidth.

Compared with single-antenna systems in Fig. 8,
antenna arrays significantly reduce the root SPEB. For
example, for the OFDM signal with 2-MHz bandwidth and
2-GHz carrier frequency, localization using a six-antenna
array yields an average root SPEB of 0.29 m, as opposed
to 1.82 m using a single antenna, i.e., an approximately
85% reduction is achieved; for the signal with 10-MHz
bandwidth and 2-GHz carrier frequency, the corresponding
root SPEBs are 0.067 and 0.31 m for the six-antenna
array and the single antenna, respectively, i.e., yielding
an approximately 80% error reduction. Such performance
gain is due to higher received SNR and additional angle
information provided by the antenna array. As shown
in Theorem 2, the AOA measurements can be obtained
from the carrier phases of the received signals with an
accuracy proportional to the carrier frequency, which is
on the order of gigahertz. In contrast, the accuracy of
the TOA measurements is proportional to the effective
bandwidth of the baseband signal, which is on the order
of megahertz. Thus, the performance gain using antenna

arrays is more remarkable when the bandwidth of the
signals is an order of magnitudes smaller than the carrier
frequency.

Note that for a given size of antenna arrays, the local-
ization performance with carrier frequency 2 GHz is bet-
ter than that with 5 GHz, which is counterintuitive. The
explanation is as follows: although the accuracy of AOA
measurements is proportional to the carrier frequency, the
accuracy is also proportional to the received signal energy.
A larger carrier frequency suffers from a more severe path
loss, which reduces the SNR of received signals SNR1j

and thus the RII as shown in (53a)–(53b). Moreover,
the ratio of the average root SPEBs for carrier frequency
5 GHz to those for 2 GHz increases with the bandwidth,
which implies that the TOA measurements plays a more
significant role in the localization information for the latter
case. This is because the AOA measurements contribute
more significantly to the overall localization information
when the carrier frequency is 5 GHz more than when it is
2 GHz.

In addition, arrays with more antennas yield a better
localization performance as expected. The gain is two-fold:
one is the power gain as more received signal energy is
collected at antennas, the other is the aperture gain as
more antennas increase the array size, which yields better
AOA estimation.

In summary, while more receive antennas always pro-
vide better localization performance, this set of results
reveal the intricate roles of the carrier frequency and sig-
nal bandwidth on the localization accuracy. Hence, these
signal parameters should be chosen carefully in practical
antenna array localization systems.

C. Effects of Cooperation

We next investigate the localization performance with
spatiotemporal cooperation. The network consists of the
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Fig. 11. CDF of the root SPEB in a cooperative network with four

agents at the third instant.

set of 36 anchors and several agents. The group of agents
move together along a circular trajectory centered at
[250 m, 250 m] with radius 150 m, and at each instant the
group of agents are placed randomly in a 50-m by 50-m
area, whose center is on the circular trajectory. Moreover,
the standard deviation of the intra-node measurement
error of each agent is set to 0.05 m, and consider that the
noises at different time slots are independent for simplicity.
Each anchor-agent measurement is made using the OFDM
signals with 1-mW power, 10-MHz bandwidth, and 2-GHz
carrier frequency, whereas each agent-agent measurement
is with 0.1-mW power.

Fig. 10(a) depicts the average root SPEB as a function
of the instant under different modes of cooperation for a
fouragent network. As a baseline with only measurements
from anchors, the average root SPEB is equal to 0.31 m.
First, with only spatial cooperation, the average root SPEB
decreases to 0.093 m, i.e., a 70% error reduction from
the baseline. Note that with only spatial cooperation,
the performance does not change over the time. This is
because no intra-node measurements are available to carry
over the location information in time, and the agents
locate themselves independently at different instants using
only the inter-node measurements. Second, with only tem-
poral cooperation, the root SPEB decreases significantly
with the instants, owing to the contribution from the
carry-over information. Since the carry-over information
is upper bounded by the information from intra-node
measurements, the root SPEB eventually converges to a
steady value around 0.042 m, i.e., an approximately 85%
error reduction from the baseline. Finally, joint spatial and
temporal cooperation further decreases the root SPEB to
0.022 m, i.e., an approximately 90% error reduction from
the baseline.

As a counterpart, Fig. 10(b) depicts the average root
SPEB as a function of the number of agents under

Fig. 12. Average root SPEB as a function of the number of agents

through the optimal and uniform node prioritization in a static

network.

different modes of cooperation at the third instant. First,
with only temporal cooperation, the average root SPEB
does not change with the number of agents, as each
agent independently localizes itself. Second, with only
spatial cooperation, the root SPEB decreases with the
number of agents as expected from the theory. For exam-
ple, the root SPEB is roughly 0.036 m, i.e., an approx-
imately 90% error reduction from the baseline, when
there are eight agents in spatial cooperation, and it fur-
ther decreases to 0.016 m, i.e., an approximately 95%
error reduction from the baseline, with spatiotemporal
cooperation.

Fig. 11 depicts the cumulative distribution function
(CDF) of the root SPEB in a network with four agents
at the third instant under different modes of cooper-
ation. The spatiotemporal cooperation scheme outper-
forms either spatialonly or temporal-only cooperation
scheme. As an example, the 95th percentiles of the
root SPEB are 0.33, 0.24, and 0.075 m, correspond-
ing to spatial, temporal, and spatiotemporal cooperation,
respectively.

In summary, this set of results quantifies the contribu-
tions from different modes of cooperation for localization,
and shows how the network size in space and the carry-
over information in time affect the localization accuracy.
These results provide insights into the benefit of spatial
and temporal cooperation, which are useful for the design
of cooperative systems.

D. Insights into Network Operation

Finally, we will show how the theoretical foundation
of NLN guides the design of network operation strate-
gies through two representative cases: node prioritization
[173]–[175] and node activation [176]–[178] in the net-
work for localization.
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The goal of node prioritization is to achieve the best
localization accuracy for a given total transmission power
or bandwidth. In particular, for the static scenario, the
problem translates to allocating the total transmission
power to anchors so that the average SPEB of the agents is
minimized. The optimal solution for the node prioritization
can be achieved by convex optimization programs thanks
to the amenable properties of the SPEB [173]. As a base-
line for comparison, we also adopt the uniform power
allocation. The signal bandwidth is 10 MHz, and the total
power to be allocated among anchors is Na mW, and
in the cooperative case each agent-agent ranging mea-
surement consumes additional 0.1 mW. Fig. 12 depicts
the average root SPEB of the agents as a function of
the number of agents. First, in the cooperative case, the
average root SPEB decreases with the number of agents
since more degrees of freedom are available for node
prioritization and additional agent-agent measurements
are available. Second, the optimal prioritization yields a
much better localization performance than the uniform
prioritization. For example, in the noncooperative case,
the former is 0.37 m while the latter is 0.61 m, which
constitutes an approximately 40% error reduction. Third,
the spatial cooperation among the agents further improves
the localization performance with the same amount of total
power from the anchors. For the case of four agents in
cooperation, the root SPEB reduces to 0.11 and 0.17 m
with the optimal and uniform prioritization, both yielding
an approximately 70% error reduction from their noncoop-
erative counterparts. We also present the node activation
as an example for the dynamic scenarios. The goal of node
activation is to select the best pairs of nodes for inter-
node measurements at each instant so that the localization
error of the entire network is minimized. The solution for
node activation can be obtained either by opportunistic
activation or by simply random activation with different
tradeoffs between the performance and communication
overheads [176].23 Fig. 13 depicts the average root SPEB
of the agents as a function of the number of measure-
ment pairs at each instant, where the network has two
or six agents and the standard deviation of the intra-
node measurement error of each agent is set to 0.05 m.
Moreover, for a fair comparison, the total transmission
power of the network is fixed to be Na mW, and thus
more measurement pairs result in less signal power for
each measurement pair. First, the average root SPEB
decreases with the number of measurement pairs for both
opportunistic and random activation as expected, since
more degrees of freedom are available for node activation
although the total transmission power is fixed. However,
the additional gain diminishes as the number of measure-
ment pairs grows, since the degree of freedom is fully
exploited. Second, the opportunistic activation can achieve

23The opportunistic activation selects the best set of links for
reducing the SPEB at each instant, while the random activation selects
a number of links from available measurement pairs uniformly.

Fig. 13. Average root SPEB through the opportunistic and random

activation in a dynamic network. The network consists of two or six

agents that are randomly placed in the area.

a much better performance than its random counterparts.
For instance, for the case of six agents in the network
employing five measurement pairs at each instant, the root
SPEB is 0.069 and 0.293 m for opportunistic and random
activation, respectively. That is, a 75% reduction in the
root SPEB can be achieved by the former method. Third,
the opportunistic activation can yield better localization
performance when there are more agents in the network
with sufficient measurement links. In this case, mobile
agents will not only have more opportunities to access
anchors, but also increase the diversity for selecting nodes,
both of which can potentially provide more information for
localization.

In summary, these results demonstrate that the
optimized node prioritization and node activation can
significantly improve the localization performance under
resource constraints. Meanwhile, with the aid of the the-
oretical results, we can optimize the performance of the
locationaware networks in an efficient way.

VIII. C O N C L U S I O N

Location awareness is a key enabler for mobile network
applications, spanning from location-based services to
autonomous vehicles, which require different levels of
localization accuracy and reliability. Network localization
and navigation (NLN) enabled by spatiotemporal coopera-
tion is a promising paradigm that can dramatically improve
the localization performance. This paper presented a com-
prehensive exploration of theoretical foundation, where
the methodology of equivalent Fisher information analysis
was applied to determine the fundamental limits of local-
ization accuracy attainable by spatiotemporal cooperation.
The effects of spatiotemporal cooperation, the antenna
arrays, and map exploitation were characterized on the
localization performance, and a geometric interpretation
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was developed to visualize the information dynamics
in NLN. These results and the insights can be used to guide
the algorithm and network design for NLN.

Despite the recent advances in the field, there are
still several open challenges to be addressed for NLN. In
particular, low-cost solutions for information fusion need
to be developed for high-accuracy localization in harsh
environments. Also needed is the design of efficient com-
munication protocols that can guarantee the efficiency and

reliability of NLN. In addition, security and privacy are
critical issues especially for homeland security and military
applications, which needs further study. �
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