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Abstract—In this paper, we investigate the performance in
terms of symbol error probability (SEP) of multiple-input-mul-
tiple-output (MIMO) systems with high spectral efficiency. In
particular, we consider the coherent detection of M -PSK signals
in a flat Rayleigh-fading environment. We focus on spectrally
efficient MIMO systems where, after serial-to-parallel conversion,
several substreams of symbols are simultaneously transmitted by
using an antenna array, thereby increasing the spectral efficiency.
The reception is based on linear minimum mean-square-error
(MMSE) combining, eventually followed by successive interfer-
ence cancellation. Exact and approximate expressions are derived
for an arbitrary number of transmitting and receiving antenna
elements. Simulation results confirm the validity of our analytical
methodology.

Index Terms—Error propagation, minimum mean-square-error
(MMSE) methods, multiple-input-multiple-output (MIMO) sys-
tems, Rayleigh channels, successive interference cancellation.

1. INTRODUCTION

VER the last several decades, multiple antennas have

been used to combat fast fading. The increase in diversity
order provided by diversity techniques enable robust com-
munications in a fading environment [1], [2]. More recently,
it has been recognized that the capacity of wireless commu-
nication links is increased by using multiple antennas both
at the transmitter and the receiver [3], [4]. Toward achieving
these capacities, a promising transmission system, called Diag-
onal-Bell Laboratories Layered Space-Time (D-BLAST), has
been proposed in [3]. This scheme is able to provide a high
spectral efficiency in a rich and quasi-static scattering environ-
ment. Owing to the large computational complexity required
for this scheme, a simplified version, called Vertical BLAST
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(V-BLAST) has been proposed in [5]. A BLAST scheme is
primarily based on the following three steps: 1) interference
nulling to reduce the effect of the other (interfering) signals on
the desired one; 2) ordering to select the substream with the
largest signal-to-noise ratio (SNR); and 3) successive interfer-
ence cancellation (SIC). Moreover, it was observed also in [3]
that a minimum mean-square-error (MMSE) criterion can be
used instead of interference nulling (zero forcing) to mitigate
both interference and thermal noise.

In the literature, some papers (see, for example, [4], [6]-[9])
propose an analytical evaluation of the capacity of MIMO
systems; some others address simulation of MIMO systems
in frequency flat or selective fading channels [10]-[12], while
[13], [14] investigate the capability of V-BLAST systems
with maximum likelihood detection to reduce interference and
thermal noise contributions. In this paper, we investigate the
performance of multiple-input-multiple-output (MIMO) sys-
tems with high spectral efficiency. In particular, we consider the
symbol error probability (SEP) for coherent detection of M -ary
phase shift keying (PSK) signals in a flat Rayleigh-fading
environment.

We start from the analytical framework developed in [15] and
[16] for optimum combining (OC) of signals in multiantenna
systems in the presence of co-channel interferers and thermal
noise. This framework enables us to investigate the performance
of MIMO-MMSE systems in a flat Rayleigh-fading environ-
ment. We generalize this methodology to derive the SEP for
MIMO-MMSE followed by SIC. We refer to this system as
MIMO-MMSE-SIC and first investigate its performance for the
cases of no error propagation (EP). We then extend our study to
include the effects of EP.

The paper is organized as follows. In Section II, we pro-
vide the system description and the basic equations for MIMO-
MMSE receivers. In Section III, we give a new expression for
analyzing optimum combining of signals, and derive the SEP of
MIMO-MMSE. In Section IV, we present the performance anal-
ysis of MIMO-MMSE with SIC. Finally, in Section V, we show
some numerical results, including the comparison with simula-
tion, and conclusions are given in Section VI.

II. SYSTEM MODEL FOR MIMO-MMSE

Throughout the paper, the superscript 1 denotes conju-
gation and transposition; vectors and matrices are indicated
by bold, |A| and det A denote the determinant of matrix
A, and {a; j}ij=1,..~ is an N x N matrix with elements
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Fig. 1. Baseband model of a MIMO system.

aij,% 3 = 1,...,N. The MIMO system investigated in this
work is characterized by Nt transmitting and Ny receiving
antennas (see Fig. 1); the original data stream is divided in
Nt substreams, which are simultaneously transmitted by N
parallel M-PSK modulators. The Ng-dimensional signal z(k)
at the output of the receiving antennas at time & can be written

as

z(k) = \/EpCb(k) + n(k) e))

where Ep is the mean (over fading) received energy of the signal
transmitted by each antenna, b(k) accounts for the transmitted
symbols with E{b(k)} = 0 and E{b(k)b(k)T} = I, n(k) is
the additive Gaussian noise vector with E{n(k) -n(k)T} = Nol,
and N /2 is the two-sided thermal noise power spectral density
per antenna element. The matrix C is the (Ng X Nt) channel
matrix

C=|c ¢ -+ cn, 2)

whose jth column consists of the propagation vector c; corre-
sponding to the jth transmitting antennas. As in [1], [3]-[7],
we consider slow frequency flat fading with the elements of
C, modeled as independent identically distributed (i.i.d.) cir-
cular complex-valued Gaussian random variables (r.v.’s) having
E{qu,j} = 0 and [E{|C7;,j|2} = 1.

In a MIMO system based on linear combining, the received
vector z(k) is combined with the matrix W to obtain the deci-
sion variables

b(k) = Wi . z(k). 3)
The choice of W minimizing the expected square-error (MMSE
criterion) between the transmitted symbols and the decision

variables is given by the following well-known result (see, e.g.,
[17, p. 438])

wt = /EpBCT(EpeBCT + N1) ! (4)
where B = [E{b(k)b(k)T}. Using the hypothesis of indepen-

dence among transmitted symbols, we have in our case B = 1
and (4) becomes

wt = /E,cTR! 5)

Source S/P . . — L °
1

b(k)

|

JOSSA201q
JOATIY

Rayleigh
fading Nr
channel

where the covariance matrix R is given by!
R = Enp{z(k)z(k)T} = Epeccl + NI (6)

In the following, MIMO systems with combining matrix W (5)
have refereed to as MIMO-MMSE.

After linear MMSE reception, the vector B(k) containing the
linear MMSE estimates of the transmitted symbols b(k) is fur-
ther processed by a decision device to produce the estimated
symbols B(k‘) In its simplest form, the decision device is com-
posed of a bank of parallel devices, one for each component
of B(k). This can be also interpreted as a (vector) linear equal-
izer, where the aim is to reduce the “intersymbol” interference
(ISI) due to the parallel transmission of independent symbols
over the nonorthogonal radio channel, rather than the ISI among
symbols transmitted at different time epoch as in single channel
systems. More sophisticated suboptimum strategies can be de-
signed, including successive interference cancellation that acts
in an analogous way to decision feedback equalizers, and will
be investigated in Section IV.

III. PERFORMANCE EVALUATION OF MIMO-MMSE

In this section, we will derive the SEP performance of
MIMO-MMSE receiver. The crux of the derivation is to ob-
serve that MIMO-MMSE reception is equivalent to a bank of
parallel optimum combiners each with N antennas estimating
the signal transmitted by one of the antenna, and treating
signals from other remaining Nt — 1 antennas as interferers.
This fact, proven in Appendix A, enables us to obtain the SEP
performance of MIMO-MMSE by leveraging the analytical
framework developed for optimum combining. Recently [15],
[16], and [18] consider coherent detection of AM-PSK mod-
ulated signals using OC with N, receiving antennas in the
presence of N1 equal-power interferers, each with mean (over
fast fading) received energy per symbol Fp, and thermal noise
in a flat Rayleigh-fading environment.

The SEP expressing of [16, eq. (20)] requires the evaluation
of nested Nppin-fold integrals, with Ny, = min{Ng, Ny —1},
that it can be cumbersome for large N ,;,,. We extended this to
reduce the computational complexity, as follows.

Theorem 1: The exact SEP expression for coherent detection
of M-ary PSK with optimum combining, Ny receive, and N1 —
1 equal-power co-channel interferers and thermal noise is

K ©
P.= / A(6) det G(6) db o
0

'We denote by E x { - } the expectation with respect to the r.v. X.
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where

sin? 6

®)

‘| Nr—Nmin

A(h) = [

) E
sin® 0 + cvpsk {2

with © £ 7(M — 1)/M, and cypsg = sin?(w/M). The ma-
trix G(0) = {G;+;(8)}i j=0,...,N,;.—1 is a Hankel matrix, with
elements given by

oo (8) = C(OFSORY [cw)(l k)
X T(=1 = k,C(0) + 2T(h, cw))} ©)

where (j(&) = (CMPSKED)/(EI sin? 9) + N()/EI, and F(a, Z)
is the incomplete Gamma function.

Proof: The exact expression for the SEP of a system with
N4 = Ng receiving antennas and N1 = Nt — 1 equal-power
co-channel interferers is?

P. _lEA{ e| A= x

/ // P, 5(x) x fi(x)dz1dzs ... doy,,

(10)

where P 5 _
e| A=

alization x = [zl, ..., TN
eigenvalues A = [Aq,..., Ay

(see Appendix B), defined as

, 18 the error probability conditioned on a given re-

]T of the N,,;, nonzero unordered

] of a central Wishart matrix

c,cl, ifNg<No—1
W(Nmiru Nmax) £ %_ I 1 R > VT an
C;C; ,if Ng>Np—1
where Ny, = max{Ngr, Ny — 1}.
P, 5=y is given by [16, eq. (18)]
L[ e sin” 6
Pe N(X) = _/ A(g) d@ (12)
B T Jo };[1 sin2 6 + %

and f;(x) is the joint probability density function (pdf) of A
given by (50) of Appendix B.
Substituting (50) in (10), we get

e

nun Sln 0
X H Epc
paie SlIl 6 _|_ DEMPSK

Erz;+Ng

0)|V1(x)|?

2

X e—zf;memein] day ... doy,, d6  (13)

2The expression (10) was obtained in [16, eq. (20)] with the exception of dif-
ferent integration limits. This difference is due to the fact that unordered nonzero
eigenvalues of the covariance matrix R of [16] are used here in (10). In this
paper, the covariance matrix R of [16] is denoted by R ; (see Appendix A).
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where V(x) is a Vandermonde matrix (see Appendix B). The
expression (13) can be simplified using the following Lemma,
whose proof is given in [9].

Lemma 1: Given two arbitrary N x N matrices ®(x) and
¥ (x) with ijth elements ®;(z,) and ¥;(z;), and an arbitrary
function (- ), the following identity holds:

/.../D@(X)

b
= Nldet {/ @1(x)\PJ(x)£(x)dx}

N
(0| [ o) dx

(14)
ij=1...N

where the multiple integral is over the domain D = {a < z; <
bya<wz9<b,....,a<zy <b}anddx = dxydzs...dry.

Using Lemma 1 with ¢ = 0,0 — 0o, N = Npin, ®(x) =
Vi(x), ¥(x) = Vi(x), and

sin? 6

f(x) = [( — ) ememamei;u]
sin? @ + 7&7&-‘1\87:

T+ %
) : i df. (15)
o+ 3+ TR 02§ =1,-, Nemin

.....

Finally, using the following identity:
/ e *z"
0

valid for n > —1 and arg{b} # w, we obtain (7). [

Theorem 1 provides a concise SEP expression and is
amenable for efficient evaluation involving only a integral
single with finite integration limit.

As shown in Appendix A, for MIMO systems we can think
of the linear MMSE combiner as equivalent to a bank of par-
allel optimum (or MMSE) combiners, each considering one of
the signals transmitted by an antenna as the desired signal and
the remaining N — 1 as interferers, with Ep = FEp due to the
assumption of uniform mean power over the transmitting an-
tennas.

When the decision device following the linear combiner is a
bank of independent slicers, the SEP is the same for all layers
and is given by (7) together with (8) and (9). In the following,
the SEP of a MIMO-MMSE system with N transmitting and
Ny receiving antennas is denoted as

r+a
x+b
x[b(1+n)T'(=1 —n,b) + al'(—n,b)]

dz = b™en!

(16)

FE
P, \vivse <NR N, ND> (17)

where (Ep)/(Np) is the receive symbol SNR per transmitting
antenna.
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In the next section, the performance of various decision de-
vices following the MMSE linear combiner is investigated.

IV. MIMO-MMSE WitH SIC

The practical receiver structure suggested originally in [3] in-
cludes a linear combiner and successive interference cancella-
tion. Although a linear MMSE combiner is expected to perform
better than zero-forcing combiner [3]-[5], the latter is usually
investigated in the literature since it is easier to analyze. Here,
we derive simple expressions for the performance of MIMO
system with linear MMSE combiner followed by SIC and de-
noted by MIMO-MMSE-SIC.

We consider a low-complexity SIC algorithm in which one
of the linear MMSE combiner outputs is chosen, and the corre-
sponding transmitted symbol is estimated by a slicer. The con-
tribution of the signal due to this detected symbol is then re-
constructed and cancelled from the received vector. This same
procedure is repeated for all remaining symbols.

We note that the performance of MIMO-MMSE-SIC can be
improved by a proper ordering of the symbols to be detected on
the basis of the instantaneous channel state; the evaluation of its
performance is beyond the scope of the current paper.

It is well known that detection with decision feedback suf-
fers from EP, that is, the cancellation of an erroneously de-
tected symbol increases the power of the interfering terms and
can cause significant performance degradation [19], [20]. The
same phenomenon is present in MIMO receivers employing
SIC. In the next subsections, we analyze the performance of
MIMO-MMSE-SIC for the cases of without EP (NEP) as well
as with EP.

A. Performance of MIMO-MMSE-SIC Without EP

Equation (17) provides the starting point for evaluating the
performance of MIMO-MMSE-SIC with arbitrary choice of
order in the symbol detection. Without loss of generality, in the
following it will be assumed that in the ¢th step we detect the
ith element b; (k) of b(k). It is easy to show that, with SIC, the
SEP can be derived by using the following:

1 &
Pe MMSE—sIC = o E P,

i=1

(18)

where P., represents the probability of making an error in the
detection of the sth symbol. To derive P.,, let us define z};;(k)
as the received vector after the cancellation of the previously
detected (i — 1) symbols, so that z[;)(k) = z(k).? In the absence
of EP, we can write

Nt
zpy =2z — \/ Epciby = / Ep Zcibi +n (19)
i—2

where c; is the propagation vector corresponding to b,. In gen-
eral

z(i) = vV EpCpibpy +n

3The index (k) is omitted in the rest of the paper for brevity.

(20)
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where by;) is the vector of the remaining Nt — i + 1 undetected
symbols and Cy;) represents the Ng X (Nt —i+1) channel ma-
trix without the propagation vectors corresponding to the (7 — 1)
estimated symbols. Equation (20) shows that z; can be thought
of as the received vector of a MIMO-MMSE system with Ny
receiving antennas and Nt — ¢ 4 1 transmit antennas. Hence,
]381 is equal to Pe,MMSE(NR7 Nt —i+ 17ED/N0), and (18)
becomes

0
21

1 & Ep
P vivsE-sic = Ny ;Pe,MMSE (NR7 Nt —i+1, N_) .

B. Performance of MIMO-MMSE-SIC With EP

Note that (18) holds even in the presence of EP, provided
that the probabilities P,, take into account the effects of EP.
Unfortunately, the determination of the exact expressions for
P, is difficult. Here, we present a simple approach to estimate
these probabilities, which are shown to be very accurate in the
numerical results section.

By using the total probability theorem, we can write

N;—1
P.=Y P {ei EY } P {EJ()} (22)
Jj=
where the N, = 21 mutually exclusive events E(-i), with

P{U E](l)} = 1, regarding the (¢ — 1) previous symbols de-
cisions. P{e; |E](»Z)} is the probability of making an error in
the detection of the #th symbol conditioned on the event EJ(»Z).

Each event EJ@ can be associated with a (¢ — 1)-dimensional

@ (4) .
vector s; 7, with element s, ;. equal to zero if the symbol at

the step mn has been correctly detected, one otherwise. For ex-
ample sy) = [0,1,1,0,...,1]7 represents the event that the
first symbol has been correctly detected, the second has been in-
correctly detected, and so on. It is convenient for what follows
to assume that ng) is a (i — 1)-dimensional vector containing
the binary representation of the number j. To better understand

our derivation of P{¢; | Ej(»i) }, let us consider a simple example

with ¢+ = 2. In this case, we have two sequences s(()2) = [0],
and 552) = [1], associated to the events E’(()z) and E;Z), re-

spectively. P{es | E(()Q)} represents the error probability for the
second symbol conditioned on the event that the first symbol
has been correctly detected. Similarly P{es | E§2)} represents
the error probability for the second symbol conditioned on the
event that the first symbol has been erroneously detected. While
P{es | E(()Z)} can be easily derived by using the results of Section
IV-A, the evaluation of P{es | Efg)} is much more involved. To
derive it, let us consider the received vector Z[y]

Z[Q] =Z—/ EDC1{;1
Nt
= VEpci(by —b1) +VEp Y _cibi+n
1=2

= VEpCpbpy + v Epci (b — b1) +n

=n.q

(23)
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where by is the erroneous decision regarding b;. The com-
parison of (19) and (23) shows that the error on the previous
symbol results in an additional disturbance, which can cause
severe performance degradation. To estimate this effect, we ap-
proximate the term ne, as a Gaussian r.v. with E{n.,} = 0 and
[E{neqnlq} = (EpE{|by — b1|?} + No)I, where expectations
are with respect to thermal noise, symbols, and propagation
vectors. It will be apparent in the Section V that this Gaussian
model is adequate for obtaining the SEP performance of MIMO
systems. In the high-SNR regime, most of the errors will be
such that by is one of the neighboring symbols of b;. In this
case, |by — by |2 = 4sin®(r/M) £ dypsk, and hence

E{neqniq} = (Epdmpsk + No)L (24)

With these approximations, z[y in (23) is equivalent to the re-
ceived vector of a MIMO-MMSE system with N1 —1 (since one
symbol has been already detected) transmitting antennas each
giving an equivalent SNR per receiving antenna equal to

Ep ~ 1
Epdypsk + No

(25)
o/, T dupsk

and, therefore

1
P {62 ‘E?) } ~ Pewwvse | Nr, Nr =1, —4——— | .
o /Ny + dmpsk
(26)

Equation (26) can be generalized for arbitrary ¢ and EJ(L) . In fact,
if the detection of the previous (i — 1) symbols has caused 7.
errors, the received vector Z[;) becomes

z;;) =V EnCpgby + vV Ep Z —by) +n
q€{A..}
= W/EDC[i]b[i] —|— l’leq (27)

where A,,. denotes the set of indexes of the n. erroneously de-
cided symbols. Since the transmitted symbols are statistically
independent, we again have E{n.q} = 0 and [E{noqniq} =
(ne Epdyipsk + No)L. Finally, the term P, | g, can be written
as

P {ei

E]('i) } ~ P. MMSE

1

(i—1

x| Ve e — (i - 1), — :
Eo/No 77  dmpsk

(28)

(m)

where 7, indicates the number of ones (wrong symbols) in

(@)

the first 7 positions of the vector s;
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Now, let us consider the evaluation of P{E ](-i)}. This can be

written as
P{EP} =P} =P {0} @
By using the well-known relation P{n_,A,} =
H (P{A, | N4 A}, we obtain
P (i} = I (o i o2
n=1
= {}e{a] )
{0 p|nzsi b 6o

We now consider the term P{s e | ni~2 s i m} it represents
the probability of having an error 5](.21—1) = 1, or a correct de-

cision 55 gz 1) = 0, in the detection of the (7 — 1)th symbol
conditioned on the detection of the first (i — 2) symbols. This
problem can be solved by means of the previous model used to

evaluate P{e; | E J(‘)} giving (31), located at the bottom of the
page. The particular structure of (31) allows us to write P{ ](-Z)}
as the product of (¢ — 1) conditioned probabilities, each condi-
tioned on the result of the detection of the previous symbols that
can be calculated by using an expression similar to (31)

P {0} ~ TP (Mo Mo - (n- 10 2) 0
n=1

where
P(z,y, 7 w)
— 1 . _
A 1 Pﬁ,l\/TMSE <«’17;?/> E[)I/No +ZdMPSK> ) if w 0
1 : —
Pe.J\’HVISE <$7y7 EDl/No +ZIIMPSK> ) ifw=1.
(33)

The final result of the previous analysis gives the performance
of MIMO-MMSE-SIC reception with the following simple ex-
pression:

P. vivsE—sic

| NrNi- -
%N—T;;{P(NR7NT—(L—1)7T] 1)
1—1
x HP(NR Np— (n—1),7" Y, “’)} (34)
n=1

Note that, for a given value of Ep /Ny, the number of terms
P. vvsg( - ) to be calculated in (34) depends only on N, and

(%) i—2
P{%(H)‘ "

1 — Pe mmsE (NR,NT — (i —2),

P vivisE <NR; Nt —(i—2),

1
1 (i—2) ’
~-+n; dMPSK)
Ep/Ng ' j (31)

1
(i—2) )
ﬁ-ﬁ-nj dMPSK)
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Fig. 2. Performance of MIMO-MMSE-SIC with EP and NEP for QPSK,
Ngr = 4, and various values of Nt ranging from 2 to 4.

it is given by Z?;Tl j = Np(Nt — 1)/2. The error probability
P. vmvse( -) can be derived by using the exact formula (7) to-
gether with (8) and (9), or one of the approximate expressions
given in [16].

V. NUMERICAL RESULTS

Here, we show the comparison between MIMO-MMSE
and MIMO-MMSE-SIC based on the analytical expressions
obtained in previous sections. The performance is evaluated
in terms of SEP plotted as a function of the total SNR per
receiving antenna element and spectral efficiency Seg, defined
as (NTFp)/Ng and Nt - log, M, respectively. To assess the
validity of the proposed approximate formulas, the performance
of MIMO-MMSE and MIMO-MMSE-SIC is compared with
bit-level simulations, where over 100 millions of symbols were
generated.

The effect of EP on the performance of MIMO-MMSE-SIC
is shown in Fig. 2, for Ng = 4, quarternary phase shift keying
(QPSK) modulation, and N ranging from 2 to 4. The figure
shows that, for instance, the target SEP is 1072 and Nt =
Ngr = 4, the hypothesis of absence of EP gives an optimistic
estimate of the required SNR by about 3 dB. Furthermore, when
small values of Nt are considered, the number of cancella-
tion steps decreases and the system is less sensitive to EP. In
all the subsequent figures, EP is taken into account. As clearly
shown in the Fig. 3, MIMO-MMSE-SIC outperforms MIMO-
MMSE; moreover, the results confirm that our analytical results,
including the effects of EP, are in excellent agreement with sim-
ulation results.

The validity of the proposed model can also be appreciated
in Figs. 4 and 5, where the same curves of Fig. 3 are shown
but now Ng is equal to 5 and 6, and different values of Nt are
considered. Note that using a number of receiver antennas larger
than the number of transmit antennas gives a large improvement
due to the additional diversity gain available.

Fig. 6 shows the SEP as a function of the number of transmit
antennas for Ng = 6 and QPSK modulation different values of
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Fig. 3. Performance of MIMO-MMSE and MIMO-MMSE-SIC as a function

of SNR for QPSK, Ng = 4, and various values of Nt ranging from 2 to 4.
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Fig. 4. Performance of MIMO-MMSE and MIMO-MMSE-SIC as a function
of SNR for QPSK, Ng = b, and various values of Nt ranging from 2 to 5.

SNR. The figure clearly shows how, as expected, increasing Nt
degrades the SEP performance; on the other hand, increasing the
number of transmit antennas provides an improvement in terms
of spectral efficiency. In particular, if we fix the target SEP at
1072, we can achieve a spectral efficiency of 8 b/s/Hz (Nt = 4
and M = 4) for values of SNR equal to 15 dB or larger.

To appreciate the exceptional spectral efficiencies provided
by these practical systems, we show in Fig. 7 the spectral effi-
ciency of MIMO-MMSE-SIC as a function of SNR for different
values of Nt and Np at target SEP of 1072, Fig. 7, obtained
from the analytical expressions developed in previous sections,
and including EP, shows that a spectral efficiency of 8 b/s/Hz
can be achieved with a SNR of about 29 dB with Ng = 4 an-
tennas; this value is reduced to about 15 dB if Ng = 6.

Finally, Fig. 8 is similar to Fig. 7 but with reference to the
bit-error probability (BEP), here approximated as SEP / log, M
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Fig. 6. Performance of MIMO-MMSE-SIC as a function of N+ for QPSK,
Ny = 6, and various values of SNR ranging from 0 to 30 dB.

under the hypothesis of Gray coding [22], for different modu-
lation formats, Ng = 6 receiver antennas and a target BEP of
1073, Symbols on a given curve indicate the number of transmit
antennas (/N7 ranges from 1 to 6). The crossing of the curves
in the figure shows that for a given value of S.g there exists
an optimum modulation format with minimum required SNR.
If we fix, for instance, S.g = 16 b/s/Hz, the minimum SNR
is achieved with 16-PSK and four transmit antennas; the other
modulation formats require either a larger value of SNR or pro-
vide a smaller spectral efficiency.

VI. CONCLUSION

In this paper, we have investigated the performance of high
spectral efficiency MIMO systems with M -PSK signals in a flat
Rayleigh-fading environment. We first proposed a methodology
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Fig. 7. Spectral efficiency of MIMO-MMSE-SIC as a function of SNR for

QPSK and various values of (N, Ny) at target SEP of 1072,
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Fig. 8. Spectral efficiency of MIMO-MMSE-SIC as a function of SNR for
Ng = 6 and various modulation formats and N at target BEP of 1072,

to evaluate the SEP for MIMO systems based on linear MMSE
combining. Based on this methodology, we further derived the
performance of MIMO-MMSE followed by successive interfer-
ence cancellation. We then extended this to include the effect of
EP. Our results are valid for arbitrary number of transmit and re-
ceive antennas and are confirmed by Monte Carlo simulations.

APPENDIX A
EQUIVALENCE BETWEEN PARALLEL OPTIMUM
AND JOINT MMSE COMBINING

We note that the problem of detecting the jth transmitted
symbol in a MIMO system, in which case all others Np — 1
transmitted symbols can be thought of as interferers. Note that
all the interfering signals are characterized by a mean (over the
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fast fading) received energy per symbol equal to E'p. This sce-
nario is equivalent to a multiantenna system with Ny = Ng
receiving antennas and N1 = Nt — 1 interfering signals, with
a mean energy per symbol equal to B = Ep. It is well known
that, with OC, the weights that maximize the output signal-to-in-
terference-plus-noise ratio (SINR) are given by

woc,; = R e, (35)
where (; is an arbitrary constant (which does not affect the array
output SINR), ¢; is the propagation vector corresponding to b;,
and R; is the covariance matrix given by R; = EpR,; + Nyl
with Rj = CjCJT, and

CNT (36)

Here, we prove that (5) is equivalent to (35) and, therefore, the
analytical frameworks developed in Section III can be applied
for investigating MIMO with MMSE linear reception.

The jth row of the matrix W in (5) that is given by

wl = /EpcIR™! (37
if we consider its conjugate transpose, we get
w; = EpR'c;. (38)

where we used the property of the Hermitian matrices
(R_l)]L = R!. To show that (38) is equivalent to (35),
we need the following theorem.

Theorem 2: LetP € M, , and P; € M,, ,,_1 be given by

(39)

and

. o |
... ]-+1 ... pn

(40)

where M,, ,, denotes the set of the (m X n) complex matrices.

Let Q and Q; be equal to K'lPP]L + K>I and KlePj + K51,

respectively, with scalars K; > 0 and K5 > 0. Then, the com-
— O-1 — 0!

plex vectors v; = Q7 p; and s; = Q; "p; are related as

v; = ~;s; where v; = 1/(1 + Klijj_lpj) is a real non-
negative number.

Proof: Note that for any given P, the square matrices Q
and Q; have nonzero determinants and, hence, Q™! and Q;l

exist. We can relate v; and s; as

v;=Q 'p; = Q 1(Q;s)). (41)
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Since that Q = Q; + Klpjp;[, we have

v;=Q Q- KleP;[)Sj

=5 — VjKlij;lpj (42)
where we have used the fact that Q_lpj = v, and s; =
Qj_lpj. Therefore

S
\Z} J = 4S5 (43)

1+ KleQflpj

and, hence, the vector v; is proportional to s;. Since Q; is pos-
itive definite, p;[ Q;lpj > (0 which implies that the proportion-
ality constant y; is real positive. [ |

If we now define P = C,P; = C;,K; = Ep, Ky = Ny,
(38) can be rewritten using Theorem 2 as

VEDR; 'c;
1+ EDCj R; Cj

=YV E'Dijlcj

(44)

Note that (44) is in the form (35). This establishes the equiv-
alence between (5) and (35) and, therefore, all the results for
optimum combining aiming to maximize the SINR can be used
to investigate the MIMO-MMSE systems.

APPENDIX B
DISTRIBUTION OF THE UNORDERED EIGENVALUES OF A
WISHART MATRIX

Let us define the (Nmin X Nmax)> With Nipin < Nyjax, com-
plex matrix A, with 3 = E{a;a;} Vj and [E{aiaj} = 0 for
i # j, where a; is the jth column vector of A. If the elements
of A, a;;, are complex values with real and imaginary part each
belonging to a normal distribution A(0, 1/2), then the Hermi-
tian matrix W(Nmin, Nmax) = AAT s called central Wishart.
The distribution of the eigenvalues is studied in [22]. The joint
pdf of the (real) ordered eigenvalues M > > > Noin
is

p X(‘Th s 737Nmin) = K|2|7Nnmx0ﬁ’0(_2717w)

Nmin

II @i—=)* @95

i<j

¢ [W7 [N = N

where K is a normalizing constant given by

7 NVmin (Nmin—1)

K== =
FNm;n (]Vmax)FNm;n (Nmin)

(46)

with

Nmin

TNy (n) = i i =D/2 TT (n — )1 (47)
=1
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OFO(A, B) is known as hypergeometric function of Hermitian
matrix arguments, whose definition is given in [22, (88)] in
terms of series involving zonal polynomials. These polynomials
are in general very difficult to manage.

In case of ¥ = 1, the joint pdf of the (real) ordered eigen-
values A\ > Ao -+ > An,... of W(Nppin, Nimax) can be written
as [22]

Nmin
fi(ffl,. .. 7$anin) = K H ef'rixivmax_Nmin
i=1
Nmin
1 i — 2% @9
i<j
Denoting x = [z1,Z2,...,ZN,,. ], the pdf in (48)

can be written alternatively in terms of the Vander-
monde matrix Vi(x) = {z} =1 N Since
IVix)]? = Hf\ij(xl — x;)?, (48) becomes

Nmin
TN ) = K|V1(X)|2 H e~ Ti pNmax—=Nmin

K2

filen, ...
=1

(49)

Starting from (49), the joint pdf of the unordered eigenvalues of
W(Nmin, Nmax) is easily written as

K Nmin
N | |V1(X)I2 H eiwivamax—Nmin' (50)
min- -1
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